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Abstract. Concept drift is a common problem in the data streams,
which makes the classifiers no longer valid. In the multidimensional data,
this problem becomes difficult to tackle. This paper examines the possi-
bilities of identifying the specific features, in which concept drift occurs.
This allows to limit the scope of the necessary update in the classifi-
cation system. As a tool, we select a popular Kolmogorov-Smirnov test
statistic.
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1 Introduction

Due to the evolution of the internet and the expansion of the decision making
technology, the systems designed for classifying the data streams [2] recently be-
came a popular area of research. In the field of machine learning, data streams
are defined as sources of continuous data generation, examples of which can be
found in real life e.g., shopping trends, stock market, weather control, surveil-
lance systems or health care. Classification task in these areas is often hindered
by various factors which cause undesirable changes in the data classification
rules. Such phenomenon is called concept drift [6] and it is a major problem in
the classification systems.

There are various methods described in the machine learning literature for
defending against concept drift, mostly deploying one of the two popular strate-
gies [4]:

– Adapting a learner at the regular intervals without considering whether the
changes have really occurred or not,

– First detecting the concept changes and then adapting a learner to them.

The idea presented in this article has a potential of improving the classi-
fier adaptation process as well as enhancing the efficiency of the concept drift
detection algorithms.
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2 Problem description

We assume that in the multidimensional data, concept drift may influence only
some specific features, leaving all other features in the same conceptual dis-
tribution model. Identifying these features may improve the adaptation of the
classification systems, as well as provide useful information for the sophisticated
concept drift detection algorithms, such as LDCnet [9].

Our previous experiments [8][10] have shown, that the popular test statistics,
such as the Kolmogorov-Smirnov test [7], Wilcoxon rank sum [11] or Wald-
Wolfowitz test [12] are capable of detecting concept drift with a similar efficiency
as advanced methods, designed specifically for this purpose, such as the CNF
test [3]. The most efficient in our experiments was the Kolomogorov-Smirnov
test statistic, therefore we have selected it for further analysis in this article.

Kolomogorov-Smirnov test is a non-parametric statistic, as it makes no as-
sumption about the distribution of data and therefore can be deployed on any
data.

For the two-sample test, a Kolmogorov-Smirnov statistic is computed as

Dn,m = sup
x
|F1,n(x)− F2,m(x)| (1)

where F1,n and F2,m are the empirical distribution functions of samples com-
puted as:

Fn(t) =
1

n

n∑
i=1

1{xi ≤ t}, (2)

where (x1, ..., xn) are independent and identically distributed (i.i.d.) random
variables laying in the real numbers domain with a common cumulative distri-
bution function. The statistic is used to perform a KS-test to reject the null
hypothesis at level α by computing:√

nm

nm
Dn,m > Kα, (3)

where Kα calculated from:

Pr(K ≤ Kα) = 1− α, (4)

and K is a Kolmogorov distribution computed as:

K = sup
t∈[0,1]

|B(t)|, (5)

B(t) being the Brownian bridge [5].
In short, the Kolmogorov-Smirnov test compares the distributions of two

samples by measuring a distance between the empirical distribution functions,
taking into account both their location and shape.

In this paper we evaluate the possibilities of applying the Kolmogorov-Smirnov
test statistic as a tool for identifying the fueatures, which are influenced by con-
cept drift. For this purpose, the tool needs to accurately classify the true positives
(sensitivity) as well as the true negatives (specificity).



Identifying features with concept drift in multidimensional data 3

3 Data

Due to limited availability of the real data with concept drift, the data used in
experiments is taken from the UCI Repository of datasets [1] and concept drift
is simulated by swapping the features with each other.

In mathematical notation, if a reference dataset DS is characterized by n
features f then the concept drift is applied by swapping any two features i and
j with each other. Data with swapped features forms a new dataset DSi,j and
the role of the algorithm is to identify which features are influenced by concept
drift (i.e. find the i and j).

Example swap of features 1 and 2:

DS = [f1, f2, ..., fn]
DS1,2 = [f2, f1, ..., fn]

, (6)

The swaps are made for each possible pair of features, resulting in
(
n
2

)
com-

binations, where n is the dimensionality of the dataset. Each of the dataset is
described in general by the number of samples and number of features in Tab.
1.

Table 1. Datasets

Dataset # of features # of samples

breast 9 683
credit-australian 14 690

haberman 3 306
heart-c 13 297

heart-statlog 13 270
ionosphere 34 351
kr-vs-kp 36 3196

letter-recognition 16 20000
mfeat-mor 6 2000

nursery 8 12960
optdigits 64 3823

page-blocks 10 5473
pendigits 16 7494

pima-indians-diabetes 8 768
segmentation 19 210

tic-tac-toe 9 958
vehicle 18 846

vote 16 232
waveform 21 5000

yeast 8 1484

This method of simulating concept drift is relatively common in the machine
learning literature [13].
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4 Experiments

In the experiments, we use the original dataset D as the reference data and the
drifted datasets Di,j (i and j indicate the features which are swapped), with
the samples randomly drawn from the datasets Di,j and groupped into data
windows DW of various sizes s.

The Kolomogorov-Smirnov statistic is evaluated on every feature f in the
data window to reject the null hypothesis that the values arise from the same
population as the values of features in the reference dataset D with confidence
level of 5%. It means, that if the test returns the p-value lower than 0.05, then
the analyzed feature is considered to be influenced by concept drift and the
detection signal is noted and added to the scores.

In order to evaluate the specificity, i.e. the ability to identify the true nega-
tives, the data windows which do not include any feature swap are evaluated and
if in this test the statistic returns the p-value lower than 0.05, then the algorithm
makes a mistake, as it results in a false positive concept drift detection.

A short description of the experimental process is described in the pseudocode
in Fig. 1.

Algorithm 1 Pseudo-code of a single loop in experimental series
Notations:

DS - original dataset with n features,

DSi,j - dataset with swapped features i and j,

DW s
i,j - data window of size s with features i and j swapped,

Single loop of experiment seriers:

DW s = draw s random data samples from DS
For i = 1 to f

For j = 1 to f

DW s
i,j = swap features i and j in DW s

For k = 1 to f

Evaluate KS statistic on feature k of DW s
i,j and feature k of D

IF p-value < 0.05

Note concept drift for feature k

END IF

END FOR

END FOR

END FOR

In the presented way, the sensitivity and specificity of the Kolmogorov-
Smirnov test statistic are evaluated for every possible feature swap and for var-
ious sizes of the data windows.

5 Results

All presented values are averaged from the series of 1000 trials.
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Tables 2 and 3 show the percentage of correctly detected concept drifts in
certain features for the breast dataset (size of data window 20 and 50, respec-
tively), where columns are the base features and rows are the features which
swap them. The diagonals are the percentage of detected false positives, the
lower the value the higher the specificity of the algorithm.

Tables 4 and 5 show how the window size influences the performance of
algorithm for the breast and credit− australian datasets. The tables store the
results obtained by swapping the first feature with other features. The results
obtained for the breast dataset are also presented on the Diagram 1 for a more
clear view of the efficiency trend in the domain of window size.

Fig. 1. Concept drift detection ratio for various window sizes.

Finally, Tab. 6 shows the overall performance of the Kolmogorov-Smirnov
statistic in identifying the features affected by concept drift, divided into the
sensitivity and specificity scores for each of the datasets and for various window
sizes. Specificity is presented only for window size 20, as the results were not
significantly different for other window sizes.
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Table 2. Concept drift detection ratio in breast dataset, window size = 20

win size 20 Base feature

Swap feature 1 2 3 4 5 6 7 8 9

1 0.02 0.7 0.67 0.86 0.82 0.89 0.27 0.91 1

2 0.65 0.02 0 0.02 0.93 0.01 0.5 0 0.47

3 0.59 0.01 0.01 0.03 0.93 0.03 0.43 0.07 0.63

4 0.84 0.02 0.02 0 0.95 0.01 0.71 0.03 0.34

5 0.68 1 0.99 0.99 0 1 0.03 1 1

6 0.73 0.02 0.08 0.02 1 0 0.8 0.04 0.33

7 0.39 0.56 0.62 0.63 0.17 0.78 0.03 0.85 1

8 0.89 0.03 0.03 0.01 1 0.02 0.83 0 0.16

9 1 0.6 0.58 0.27 1 0.42 0.99 0.13 0

Table 3. Concept drift detection ratio in breast dataset, window size = 20

win size 20 Base feature

Swap feature 1 2 3 4 5 6 7 8 9

1 0.02 1 0.98 1 1 1 0.79 1 1

2 1 0 0 0.02 1 0.07 1 0.03 0.92

3 0.99 0.01 0 0.1 1 0.08 0.95 0.12 0.99

4 1 0.03 0.05 0.01 1 0.05 0.99 0.03 0.83

5 1 1 1 1 0 1 0.48 1 1

6 1 0.1 0.11 0.14 1 0 1 0.11 0.89

7 0.88 0.98 0.96 1 0.57 1 0 1 1

8 1 0.07 0.09 0.01 1 0.03 1 0.01 0.59

9 1 0.99 1 0.89 1 0.97 1 0.58 0
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Table 4. Window size influence, breast dataset.

breast Feature 1 swapped with feature..

win size 1 2 3 4 5 6 7 8 9

5 0.03 0.30 0.24 0.37 0.21 0.34 0.18 0.42 0.86

10 0.02 0.41 0.37 0.55 0.43 0.47 0.20 0.60 0.97

20 0.01 0.75 0.62 0.85 0.72 0.79 0.42 0.89 1

50 0.01 0.99 0.99 1.00 0.99 1.00 0.85 1.00 1

100 0.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1

Table 5. Window size influence, credit− australian dataset.

credit-aus Feature 1 swapped with feature..

win size 1 2 3 4 5 6 7 8 9 10 11 12 13 14

5 0.00 1.00 0.89 0.91 1.00 0.99 0.46 0.02 0.06 0.26 0.06 1.00 0.96 0.63

10 0.00 1.00 0.98 0.98 1.00 1.00 0.62 0.04 0.13 0.32 0.09 1.00 1.00 0.78

20 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.09 0.31 0.90 0.24 1.00 1.00 1.00

50 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.31 0.83 1.00 0.70 1.00 1.00 1.00

100 0.00 1.00 1.00 1.00 1.00 1.00 1.00 0.63 0.99 1.00 0.97 1.00 1.00 1.00
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Table 6. Overall sensitivity and specificity scores.

Sensitivity Specificity

win. size 20 50 100 200 20

Dataset avg var avg var avg var avg var avg var

breast 0.53 0.15 0.70 0.17 0.77 0.14 0.82 0.11 0.99 0.00

credit-australian 0.92 0.06 0.95 0.04 0.96 0.03 0.97 0.02 0.99 0.00

haberman 0.92 0.06 0.95 0.04 0.96 0.03 0.97 0.02 0.99 0.00

heart-c 0.94 0.04 0.98 0.01 1.00 0.00 1.00 0.00 0.99 0.00

heart-statlog 0.95 0.03 0.98 0.01 1.00 0.00 1.00 0.00 0.99 0.00

ionosphere 0.60 0.16 0.70 0.15 0.76 0.14 0.81 0.13 0.97 0.00

kr-vs-kp 0.41 0.18 0.56 0.20 0.65 0.19 0.72 0.18 1.00 0.00

letter-recognition 0.48 0.18 0.62 0.19 0.72 0.17 0.78 0.15 0.99 0.00

mfeat-mor 0.48 0.19 0.62 0.19 0.72 0.17 0.78 0.15 0.99 0.00

nursery 0.47 0.18 0.62 0.19 0.71 0.18 0.77 0.16 0.99 0.00

optdigits 0.69 0.16 0.78 0.13 0.84 0.11 0.89 0.08 0.98 0.00

page-blocks 0.69 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.98 0.00

pendigits 0.68 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.97 0.00

pima-indians-
diabetes

0.69 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.97 0.00

segmentation 0.70 0.16 0.79 0.13 0.84 0.10 0.89 0.08 0.98 0.00

tic-tac-toe 0.68 0.17 0.78 0.14 0.83 0.11 0.87 0.09 0.98 0.00

vehicle 0.71 0.16 0.80 0.13 0.85 0.10 0.89 0.08 0.98 0.00

vote 0.66 0.17 0.75 0.15 0.81 0.12 0.86 0.10 0.98 0.00

waveform 0.68 0.16 0.78 0.13 0.83 0.11 0.88 0.08 0.97 0.00

yeast 0.68 0.16 0.78 0.13 0.83 0.11 0.88 0.08 0.97 0.00

6 Discussion

In this paper we have proposed an unsupervised tool for enhancing the methods
coping with concept drift. We have evaluated the efficiency of the Kolmogorov-
Smirnov test statistic in detecting the features affected by concept drift in the
multidimensional data.

The most apparent conclusion is that the performance of algorithm depends
on the data window size. Fig. 1 clearly shows this relation.

Regardless of the window size, algorithm achieves a very high specificity
score, proving that the tool performs very well with true negatives, i.e. when
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there is no drift. It means, that the tool can be used for detecting features with
concept drift without the need to worry about the false positive detections.

On the other hand, sensitivity i.e. the true positive detection rate, leaves a
field for improvement. With increasing window size, sensitivity of the tool also
increases, what suggests that the tool is more feasible for problems, which do
not require a very limited window size.

Overall, the performance of the proposed tool is on a decent level, as e.g. in
the optdigits dataset scenario, which has 264 possible feature swap combinations,
algorithm correctly identifies on average 88% of them with only 8% variance.
Pairing it with the fact that the method does not require any supervision, the
Kolmogorov-Smirnov test statistic can be considered an efficient tool for detect-
ing the features with concept drift in multidimensional data. This functionality
may be used for supporting the adaptation of classifiers as well as improving
algorithms designed for detecting concept drift, such as LDCnet [9].

Further research aims on expanding the functionality of the mentioned LD-
Cnet algorithm using the presented technique to battle concept drift in the
multidimensional data.
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