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Abstract.Video processing and analysis applications are part of Artificial Intel-
ligence. Frequently, silhouettes in video frames lack depth information, espe-
cially in case of a single camera. In this work, we utilize a three-dimensional 
human body model, combined with a calibrated fish-eye camera, to obtain 
three-dimensional (3D) clues. More specifically, a generic 3D human model in 
various poses is derived from a novel mathematical formalization of a well-
known class of geometric primitives, namely the generalized cylinders, which 
exhibit advantages over the existing parametric definitions. The use of the fish-
eye camera allows the generation of rendered silhouettes, using these 3D mod-
els. Moreover, we present a very efficient algorithm for matching that 3D mod-
el with a real human figure in order to recognize the posture of a monitored per-
son. Firstly, the silhouette is segmented in each frame and the calculation of the 
real human position is calculated. Subsequently, an optimization process adjusts 
the parameters of the 3D human model in an attempt to match the pose (posi-
tion and orientation relatively to the camera) of real human. The experimental 
results are promising, since the pose, the trajectory and the orientation of the 
human can be accurately estimated. 

Keywords: fish-eye camera video processing, three-dimensional human model-
ling, posture recognition, minimization, generalized cylinders, and elliptical in-
tersections. 

1 Introduction 

The field of automated human activity recognition utilizing fixed cameras of indoor 
environments has gained significant interest during the last years. It finds a variety of 
applications in diverse areas, such as assistive environments, smart homes, support for 
the elderly or the chronic ill, surveillance and security, traffic control, industrial pro-
cesses, etc.  
This work focuses on fish-eye camera video processing for pose estimation of sitting 
or standing/walking humans. Therefore, human silhouette segmentation of the video 
sequence is a prerequisite.  Recognizing a human pattern is often possible via volume 
intersection [1] or a voxel-based approach [2,3]. Stereometry based models have also 



been constructed through calibrated camera pairs. Using triangulation, the depths of 
the points are calculated. This approach has been taken into account by Plänkers and 
Fua [4] and Haritaoglu et al. in [5]. Stereo vision is also used by Jojic et al. [6], with 
the optional aid of projected light patterns. The proposed algorithm is based on a par-
ametric three-dimensional (3D) human model with limited degrees of freedom so that 
it allows efficient manipulation for standing/walking and sitting postures. Our aim is 
to estimate human position, trajectory and standing/sitting state, which would be use-
ful towards human behavior recognition.  
The first step in applications dealing with human activity recognition from video is 
the foreground segmentation. Most video segmentation algorithms are based on back-
ground subtraction. The background has to be modelled, since it may change due to a 
number of reasons, including: motion of background objects, changes in light condi-
tions, or video compression artifacts. In this work, we employ the forward and inverse 
camera model that was proposed in [7]. We follow a “top-down” approach that 
matches the model rendered through the calibrated fish-eye camera, with the seg-
mented frame of the video. Then, an optimization algorithm is utilised to find the 
model parameters and determine human orientation and pose. The rest of the paper is 
structured as follows: Section 2 discusses the technical details of the proposed algo-
rithms, Section 3 presents some initial results, while Section 4 concludes the paper. 

2 Proposed Methodology 

2.1 Generalized  Cylinders 

For the generation of the human model, we utilized the concept of generalized cyl-
inders (GC), as proposed in [8]. More specifically, let C1 be a piecewise smooth curve 
defined in a Cartesian coordinate system OXYZ, as: 
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and C2 be a planar curve defined in an orthogonal local Cartesian system OXY. Letus 
now consider the surface S that is generated by moving the curve C2 along C1, so that 
its plane is perpendicular to the tangent vector of C1, and the origin of OXY belongs to 
C1.If we express the planar curve C2 in polar coordinates 2 2 ( ), [0,2 ]r r u u π= ∈ and 

introduce a scale factor s(t)and a rotation factor ( )tφ  along the tangent vector of C1 

as function of position along C1, then the surface equation of the GC becomes:
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Fig. 1.Two examples of surfaces derived from equation (2) – (4) from [8] 

2.2 3D Model Construction 

In this work, a free triangulated model of a standing human (Fig.2) is utilised, de-
fined by the Cartesian coordinates of approximately 27,000 vertices [9]. Since we are 
interested in simulating the rendering of the human model through the fish-eye cam-
era in real time, we discard the triangle information of the model and we treat it as a 
cloud of points. 
 



 
Fig. 2. Triangulatedmodel of a standing human [9]. 

 
Therefore, we compute the intersections of the model in a number of horizontal 
planes, in distance of two centimetres along the Z axis (feet – head direction) as 
shown in Fig.3 (a). The same process is repeated, along hands and legs – see Fig. 
3(b). 
 

  
(a) (b) 

Fig. 3. Elliptical intersections of torso and leg. 
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Each intersection is estimated for approximating an ellipse with its semi-axes semia ,

semib  parallel to X and Y axis of coordinate system, as shown in Fig.4. 

 

 
 

Fig. 4. Elliptical intersection of the human torsowith theXY plane. 

The parametrical equation of GC (4) can be simplified by using a piecewise straight 
line as curve C1, each segment of which is defined by vector (a0, b0, c0) and by assign-
ing these ellipses as planar closed curveC2as follows: 
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the direction of the leading axis.  In Fig.5 we see the result of elliptical patterning of 
model intersections, through the insertion of ellipses to the GC Eq. (5). Note that a 
torsional inconstancy at the knees section is being observed. This phenomenon has 
been explained in [8, section 4] and does not affect the optimization process that 
matches the 3D model to the segmented human silhouette. 



 
Fig. 5.3D standing (left) and sitting human (right). 

The estimation of human posture (sitting or standing) is based on the construction 
of the human model. Having the 3D standing human model constructed as described 
above, its transformation to match the sitting position can be easily performed by 
changing the model parameter (angles) at waist and knees. The result of that trans-
formation is shown in Fig. 5 right, while Fig.6 depicts both models as they are utilised 
by the video-processing algorithm. 

 

 
Fig. 6. 3D Human silhouettes 

2.3 Video Processing Algorithm 

In this work, we analyze videos captured by a fish-eye camera, fixed on the ceiling 
of a living environment. The recorded videos have been foreground segmented, while 
empty frames are being discarded. Then, the mask shown in Fig. 7(a) is applied to 
suppress noisy segmented pixels outside the field of view. The initial estimation of 
the real human position in the room coordinates is accomplished by the recently pro-
posed algorithm in [7] based on the segmented frame pixels. For this purpose, we 
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employ the calibration of the acquiring fish-eye camera that provides the spherical 
coordinates (θ, φ) for each pixel of the current frame, as well as the frame pixel that 
corresponds to any real world point (x,y,z), according to [7]: 

 ( ) ( ), , ,j i M x y z=  (6) 

 ( ) ( )1, ,M i jθ ϕ =  (7) 

Let PHI(i,j) hold the value of φ for pixel (i,j), as obtained by (7) and shown in Fig. 
7(b). Thus, for any pose of the 3D parametric model, we can obtain the binary image-
IM of the human model, rendered by the fish-eye model using (6). Fig.8illustrates 
image IM combined for various standing and sitting models, as rendered by the cali-
brated fish-eye camera. Let IS be segmented binary frame, after using the binary mask 
in Fig.7(a). The initial estimation of the person’s position is obtained by locating the 
non-zero pixel (i0,j0) of IS that holds the minimum value of angle φ. The objective 
function, which quantifies the match between the model and the segmented human 
silhouette as a function of its real world position (x,y) and its orientation θ0, is defined 
as the intersection of the segmented silhouette ISand the rendered human modelIM: 

 ( )0, , M S
image
domain

f x y I Iθ = ∩∑  (8) 

where IM (defined above) is shown in red, IS shown in green and their intersection IM∩ 
IS is shown in yellow. Fig. 9 presents graphically the calculation of the objective func-
tion for one instance of each class (sitting and standing). Subsequently, the simplex 
[10] multidimensional unconstrained maximisation algorithm is utilised to optimise 
the objective function. The initial position (x,y) of the human is approximately com-
puted from the first frame by finding the segmented human silhouette pixel (i,j) with 
maximum PHI, (as described in [7]) and used to initialize the simplex method. Thus, 
the maximisation algorithm computes the human model parameters that best match 
the segmented figure and returns the coordinates x and y, as well as the orientation θ0 
of model.  
 

  
(a) (b) 

Fig. 7. (a) Binary mask used to exclude out of filed-of-view pixels in video frames  (b) Visuali-
zation of the PHI angle for each frame pixel as resulted from the camera calibration [7]. 



 
Fig. 8. Rendered standing and sitting human model in various angles and positions in the room. 

  
(a) (b) 

Fig. 9.Visualization of the calculation of the objective function (see text for details) for the 
standing (a) and sitting human (b). 

3 Experimental Results 

Classification results of two different videos are presented in Table 1, considering 
the sitting as “positive” and the standing as “negative” status. The ground truth was 
established by manually annotating the video with the human pose, as “sitting” or 
“standing”. 

Table 1. Pose classification results 

 TP TN FN FP Accuracy  Sensitivity Specificity 

Video 1 110/278 112/278 23/278 33/278 0.7986 0.8271 0.7724 
Video 2 98/164 54/164 5/164 7/164 0.9268 0.9515 0.8852 

 



 
The proposed model-based algorithm is able to estimate the trajectory of the hu-

man silhouette, as well as its orientation. Fig. 10 shows the estimated positions and 
orientation of the human silhouette for video 1, as recovered by the optimization de-
scribed above. The person moves from left to right at the bottom of the frame (A to 
B), then vice versa at the top of the frame and finally sits down at the point designated 
by E, where it rotates. Between points B and C the segmentation fails temporarily, 
however, the model-based tracking algorithm successfully recovers the silhouette’s 
new position. The experimental results indicate that the simplex optimization method 
is robust and efficient. It needs approximately 30 iterations for each frame in order to 
converge. Each objective function evaluation requires approximately 30msec on an 
Intel i5 laptop with 4 GB Ram using the Matlab environment. Running time ap-
proaches the 900 milliseconds per frame. 

 
Fig. 10. Graphical representation of the results for model based trajectory and orientation esti-
mation for video 1. 

4 Discussion and Conclusions 

In this paper, an algorithm for estimating the trajectory of a human silhouette in in-
door videos acquired by an omni-directional camera has been presented. The algo-
rithm is based on a parametric 3D human model and it recovers the model parameters 
(translation and orientation) by optimizing a suitable defined objective function. Ini-
tial results show that the proposed algorithm can estimate the trajectory and orienta-
tion and discriminate between two different postures: sitting and standing. The pro-
posed methodology may improve the accuracy of more complex activity recognition 
algorithms usually found in ambient assisted living environments. This methodology 
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can be adopted for detecting higher level activity events and understand behavioural 
patterns. 
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