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Abstract. An enhancement to the growth curve approach based on neuro
evolution is proposed to develop various forecasting models to investigate
the state and worth of the producer, to market a new product. The fore-
casting model is obtained using a newly introduced neuro evolutionary ap-
proach called Cartesian Genetic Programming based ANN (CGPANN).
CGPANN helps in obtaining an optimum model for all the necessary pa-
rameters of an ANN. An accurate and computationally efficient model
is obtained, achieving an accuracy as high as 93.37% on the time de-
vised terrains, providing a general mechanism for forecasting models in
mathematical agreement to its application in econometrics. Comparison
with other contemporary model evidences the perfection of the proposed
model thus its vital power in developing the growth curve approach for
predicting the sustainability of new products.

Keywords: Growth curve approach, Cartesian Genetic Programming (CGP),
Artificial Neural Network (ANN), Product sustainability

1 Introduction

Marketing a product needs knowledge about the anticipation of the end user
and forecasts make it possible to respond to these changes. Different types of
forecasts are made in order to mend the stability of a firm in the market includ-
ing: demand forecast, supply forecast, sales forecast, production forecast, profit
forecast, advertisement and promotional expense forecast.

Food products are always in the phase of innovation so that the user remains
adhered to the products of a specific company. It is the job of a food company
to know the exact limits of demand for a new product before its commissioning,
machinery planting and management of other capital resources [10]. Trends in
the previous products and their variation in different ingredients results a timely
development or evolution of new products. Firms having past experience and
marketing setup therefore always keep using previous knowledge for establishing
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a new product, that is a resultant of some alteration in the present or previously
developed product(s).

Data from the previous products that correlates the developing products is
of great importance while dealing demand forecast. Without proper formulation
of the past facts, the theories constituted for product forecast are meaningless 1.
Economists use different traditions strategies and probabilistic models to eval-
uate the core consumption of a product before its initiation [2,3] . The general
concept of economists circle around one point that is the net income from a
product which is to be commercialized [9]. So the financial market can be stud-
ied completely by its two major aspects: fundamental and technical analysis.
The fundamental analysis involves the study of economic factors of the prod-
uct on a firm, while the technical analysis has to do with the future worth of
a product and its sustainability. Joel Dean [4] has explained the achievement
of these two goals in a six point formula by exploring evolutionary approach,
substitution approach, opinion poll approach, sales experience approach, growth
curve approach and vicarious approach.

This paper is using the growth curve approach [4] for the prediction of the
sustainability of new products. The uniqueness in the work is that the growth
curve of the future sales and stock is used for the prediction of the sustainability
of the product by utilizing a neuro evolutionary approach of Cartesian Genetic
programming evolved ANN (CGPANN). The paper is organized in the following
manner. Section 2 provides an overview of the past work done in the field. It
explains factors involved in product design and prior marketing steps. Section
3 gives an insight of the basic strategies followed in the development and com-
mercialization of market products whereas section 4 covers the concept of CGP
evolved ANN and their implementation mechanism. The Experiments, Results
confirmed by the experiments and concluding remarks are added in later sections
of the paper.

2 Literature Review

Expected future market of products and financial time series forecasting has
been explored in the past using various methods including econometric, statisti-
cal, probabilistic, expert systems and various other ANN based techniques. The
most popular econometric model is the logit model [13], based on qualitative
analysis of the product. Mixed logit with repeated choices that is an extension
of the logit model dealing with the dependencies within each nest is proposed in
[16]. The logit model and nested logit [1] model neglects the dependency of the
prediction by using independence from irrelevant alternatives property. [3] deals
the innovative perspective of new product by measuring the impact of society
in choosing the right size of automobile and issues like downsizing of cars etc.
[2] deals real world cases, including stock problem and inventory issues, while
applying statistical approaches for making estimation about the consequences

1 http://www.statsoft.com/Textbook/Demand-Forecastin



and likelihood of some future events. Fuzzy logic based production time-lining
is developed in [15] for rescheduling of the production in the presence of varying
perturbations.

Neural Networks are always comparable to other prediction models when it
comes to time series analysis. Back-propagating Neural Network model is used
in [12] for forecasting the demand of sea food material demand. SVM is used
for financial time series forecasting in [8]. Financial time series analysis has been
covered in [6] using Support Vector Machine (SVM) with modified features.
The prediction model in [5] uses neural networks while it takes time series of
bankruptcy data, predicting likelihood of bankruptcy. The stock market fore-
caster design is also obtained using Modular Neural Network in [5]. Neural Net-
works are employed in stock market for future trading volumes in [9]. This work
is different from the past applications of the Neural Networks to the industrial
development in the sense that it uses the trading volume and the change in the
market value of the production of the firms for predicting the sustainability of
the firm. This whole technique is collectively termed as growth curve approach.

3 New product development - An insight

Product design is the core issue for the deployment of new product in the market.
New product should be consummate in terms of its function, environment, cost,
ergonomics, material, customers need and industrial production feasibility2. It
should be unique and carry the identity of the producer in case of cash-cow3

companies. The more relevance of the product to the discussed attributes makes
it more user friendly, affordable and attractive. In case, the product that is to be
commercialized, is the renovation of some already existing product(s) or product
that were developed in the past, the deployment should follow the production
and consumption trends of these previous versions of the products. Forecasting
the peak consumption era depends on the need of a product, for which the
producer must be ready to place the product in the market at the exact time for
the exact duration. The key discrepancies can be removed easily if the products
are ready in their development.

Investigating the company’s ability to introduce a successful product can
be done by analyzing the past statistics of the firm [8]. The variation in the
production of the company can be studied from the daily market values, variation
in the sales with time and the total development to the date of announcing new
products. The behavior of the time series is the resultant of the features that
constitutes the growth of a product or company. This particular time series is
thus used for predicting the near future and ensembles of the product profile.

2 http://www.deaconlloyd.com/services/market-feasibility-studies.html
3 http://www.wikinvest.com/wiki/Cash cow business



4 Cartesian Genetic Programming evolved Artificial
Neural Network (CGPANN)

The dynamicity of Artificial Neural Network is enhanced using different evolu-
tionary techniques. These techniques including NEAT [7], TWEANN [17] and
co-evolutionary method including adaptive and self-adaptive differential evolu-
tion systems [18]. The application space of ANN is increased when it is evolved
using CGP.

Architectural overview of CGPANN A typical CGP evolved ANN consists
of CGP Nodes connected with each other and to the inputs/output(s). The nodes
or neurons thus are used as processing elements. A node can either be in input
layer, it can form hidden layer or it can be a part of the output layer. In feed-
forward CGPANN, this node takes its input either from the preceding sister
nodes or from the system input, depending upon its location in the network.
Each node takes a defined number of inputs that is specified in the initialization
step for the network evolution. These input are then scaled (defined by Eq. 1)
and summed before passing through an activation function.

∀WϕεPRG([1,−1]) ∧ ϕ = [1, 2, 3, ..., n] (1)

ϕ is the total number of input connections to a node and the weights that are
generated by PRG are assigned to these input connections respectively. All the
connections are scaled before applying to a random node. Input nodes take their
inputs from the system inputs directly without scaling. Intermediate nodes take
its input(s) from preceding nodes in case of feed forward ANNs. The activation
f(x) is chosen to be log-sigmoid for all nodes in this network, defined by the Eq.
2. Junk nodes have no connectivity hence contribution to the network output.

f(x) =
1

1 + e−x
(2)

Here, x is the sum of scaled inputs of the randomly chosen inputs. The x is given
by the Eq. 3

x =
n∑

i=1

[Ii]× [Wi] (3)

Where the number of inputs ranges from 1 to n, given by matrix [I] in Eq. 4.
The matrix [W ] is the collection of respected random weights to the node, given
by Eq. 5. Eq. 3 adds the product of all inputs and their respected weights.

I = [i1, i2, i3, ....., in] (4)

W = [w1, w2, w3, ....., wn] (5)

Any summing junction in ANN can be represented by

y′ =

N∑
i=1

xi (6)



where xi is the input to the junction. If the same input is scaled with a randomly
assigned weight wi then Eq. 6 takes the form

y′ =

N∑
i=1

xiwi (7)

Let for N inputs to a node, we have yj output such that

yj = f j(y′j) = f j
( N∑

i=1

xiwi

)
(8)

Here f is an activation function, particular to node j. If total number of nodes
in the network are NT then j is defined by

{j|jεN ∧ 1 ≤ j ≤ NT } (9)

Let I be the input set to a unique genotype network Gk, consisting unique entries
i such that, for all inputs

iεR ∧ 0 ≤ i ≤ 1 (10)

in
I = {i1, i2, i3, ....in}

so, network Gk is the a set of random selection from inputs [I], outputs of nodes
yj , for a single output Op such that

Op =
1

n

N∑
i=1

(
f

(∑
(yjWj + yj−1Wj−1 + .... + y1W1 + IWk)

))
(11)

here, Wj , Wj−1, ... W1 are Random subsets of W such that Wk is a subset Wj

and
Wj = {wk|wkεR ∧ −1 ≤ wk ≤ 1} (12)

Now
Gk = {I, yj , yj−1, ...., y1, Op} (13)

yj =

(
f

(∑
(yj−1Wj−1 + yj−2Wj−2 + ....+ y1W1 + IW )

))
yj−1 =

(
f

(∑
(yj−2Wj−2 + yj−3Wj−3 + ....+ y1W1 + IW )

))
...

y2 =

(
f

(∑
(y1W1 + IW )

))
y1 =

(
f

(∑
IW

))
(14)



Let Gk and Gl be the two successive genotypes. Gl is produced from Gk by
mutating µ% weights of connections in Gk, nodal connectivity, functions defining
each node or the combination of these.
Let the total entries in Gk, including weights, connections and functions be Ncwf

then
N ′cwf = µ×Ncwf (15)

N ′cwf represents genotype entries that are to be randomized to get Gl.
Let r be a unique entry to the set ζ that contains value to be changed to get
mutated Gk or Gl defined by r.

{r|rεζ∀(W, I, yj)} (16)

each value in r is defined by a Pseudo Random Generator (PRG) that takes
N ′cwf values from available Ncwf entries using the relation{

ri|riε{1, 2, 3, ..., Ncwf} ∧ ri ⊂ {1, 2, 3, ..., Ncwf}
}
, i = 1, 2, 3, ...N ′cwf (17)

where ri belongs to {1, 2, 3, ...Ncwf} so each entry in ζ is

Γ (i) =

{
ri|riε{1, 2, 3, ...Ncwf} ∧ {1 ≤ ri ≤ Ncwf}

}
(18)

The value that is replaced in Gk for N ′cwf values uses Pseudo Random Number
Generator (PRG). Here, each input Ii is the output of some proceeding node or
the network input given by the Eq. 19.

I(G,L,N) = PRG([O(G,Lp, Np)] : [I(G,L0)]) (19)

G represent a specific genotype, L is the Layer in which the node N is situated.
Lp and Np are representing the preceding Layers and Nodes respectively whereas
L0 represent the input matrix to the Genotype G.

The mutation rate is kept 10% for its better results in [11]. In each generation,
connections are altered and weight are varied according to the relevance of the
network output with the desired values that are also given to the network for
its training. Junk nodes that contribute none to the network and having no
influence on the network performance are exscinded using CGP in an efficient
way. Thus the final phenotype might have node number less than the number of
nodes that are initialized at the start of evolutionary phase. The data is taken for
three different dairy product producing companies i.e. Nestle (NSRGY)4, Dean
Food Company (DF)5 and Saputo (SAPIF).

The growth curve estimation model works in two major steps. The first step
involves the training of the model. The daily stock market values of NSRGY for
the years 1998-99 are used to train the particular CGPANN model. The model

4 http://money.rediff.com/companies/Nestle-India-Ltd/11120007/nse/day/chart
5 https://finance.yahoo.com/q?s=DF



develops an intrinsic intuition for predicting the next half day stock value while
taking 7 days data as its input sequence. 10 different networks, on the basis
of the number of their nodes, were initialized for this purpose. The number of
nodes were varied between 50 and 500 with a step size of 50. Inputs are taken
from the provided stock value time series to the network where the CGPANN
calculates the output Vforecasted. This output is compared with the given desired
value Vactual and the generation proceeds to minimize this difference between
the output from the network and the desired output. The evolution stops after
reaching to the maximum number of generation, initialized at the start of this
training session or if the desired fitness is achieved. The fitness of 10 mutants is
measured at the end of each generation using Eq. 20. This training phase took
20 hours when performed with 3.4GHz corei7-2600 processing unit with 16GB
RAM and 8MB L3 Cache.

Fitness = 100%−MAPE (20)

Where MAPE is the mean absolute percentage error that is calculated as

MAPE =

∣∣∣∣VActual − Vforecasted
VActual

∣∣∣∣× 100% (21)

After selecting the best mutants among the evolved genotypes, these networks
are evaluated with the time series data of normalized stock values, change in
stock and total sales to data. Sliding window mechanism is used for the prediction
of whole sequence. The model takes 14 inputs and gives forecast value for the
nested inputs.

5 Experiment Results

Selecting network: MAPE values of the networks for the years 1998-1999 given
for each network in Table 1. Table 1 is the numerical evidence of the fact that
although all networks are giving a minimal MAPE due to their better adaptabil-
ity features while each network is evolved for its 1M generations, the network
that is initialized with 450 nodes outperforms over other networks. Although the

Table 1. MAPE values for training session - 14 instants input

Single 7 14 Single 7 14
Nodes output outputs outputs Nodes output outputs outputs

50 1.8016 2.5912 2.681 300 1.8045 2.6114 2.694
100 1.8046 2.6059 2.692 350 1.8109 2.6222 2.705
150 1.8107 2.6000 2.687 400 1.8040 2.6228 2.703
200 1.8028 2.5981 2.703 450 1.7992 2.6041 2.694
250 1.8072 2.5929 2.687 500 1.8198 2.6018 2.713

error increases when the forecasting horizon is elevated yet the model is useful



as this MAPE value is competent to other models quoted in the literature. Table
2 contains MAPE results for the year 2002 for different companies with various
data sets. The model takes 14 instant inputs and gives single output. Results
are tabulated with respect to the initialized nodes for network.

Table 2. MAPE results for Stock value, Change in stock and Cumulative stock with
network inputs ranging from 50 to 500 with step size of 50

Nodes 50 100 150 200 250 300 350 400 450 500

SAPIF(S) 6.087 5.372 5.588 5.478 5.523 5.685 6.105 5.788 5.365 5.730
SAPIF(CH) 12.806 11.101 11.810 11.441 11.535 11.994 13.094 11.970 11.042 12.08
SAPIF(CS) 9.334 8.104 8.519 8.261 8.333 8.666 9.386 8.843 8.089 8.750
DF(S) 7.624 6.633 7.000 6.806 6.864 7.117 7.709 7.186 6.624 7.178
DF(CH) 11.603 10.068 10.701 10.370 10.456 10.869 11.772 10.877 10.032 10.96
DF(CS) 9.310 8.069 8.514 8.254 8.327 8.661 9.38 8.802 8.064 8.746
NSRGY(S) 7.861 6.875 7.215 7.023 7.084 7.342 7.898 7.459 6.867 7.417
NSRGY(CH) 6.663 6.4366 6.528 6.462 6.449 6.542 6.554 6.564 6.382 6.521
NSRGY(CS) 8.949 7.7498 8.182 7.934 8.003 8.323 9.010 8.451 7.747 8.402

here: S=Stock value, CH=Change in stock and CS=Cumulative stock
The Standard deviation and Peak to Average ratio (P/A) values in Table 3

Table 3. Standard deviation and Peak to average ration of the data sets

Attribute DF(S) DF(CH) NSRGY(S) NSRGY(CH) SAPIF(S) SAPIF(CH)

P/A 1.766 1.282 1.799 1.825 2.008 1.226
SD 0.234 0.035 0.225 0.0775 0.206 0.0440

describe the distribution of the data on the given time line. It is the beauty of
the model to predict up to the excellent level of accuracy as given in Table 2.
It is evident from the Table 2 that different data sets (of exclusive data trends)
gives best results on network with 450 nodes. The best results obtained in all the
models for the year 2002 for different data trends are given by in Table 4. The

Table 4. MAPE results for different data sets - 450 initial nodes - 14 instances input
- Single output

Company
Time series SAPIF(%) DF(%) NSRGY(%)

Stock Value 5.365 6.624 6.867
Change in Stock 11.042 10.032 6.382
Total Sales to date 8.089 8.064 7.747



comparison of the proposed CGP evolved ANN with different other forecaster
models is performed in Table 5.

Table 5. Comparison of proposed CGPANN model with different models[6,14]

Testing Accuracy Testing Accuracy
Model(s) (%age) Model(s) (%age)

MDA 79.13 RBF SVM 83.06
Logit 78.30 Polynomial SVM(1) 82.01
BPNN(1) 81.48 Polynomial SVM(2) 77.24
BPNN(2) 71.16 Sigmoid SVM 71.16
Linear SVM 77.24 CGPANN 93.37

Fig. 1. Nestle - Instantaneous stock
value, per instant change and cumula-
tive stock prediction (14 inputs(7 days)
1 output)

Fig. 2. Dean - Instantaneous stock
value, per instant change and cumula-
tive stock prediction (14 inputs(7 days)
1 output)

It can be inferred from Table 5 that CGPANN is a better techniques that can
be used to evolve Artificial Neural Network for human biased certainty reluctant
time series such as stock value and productions due to its self-adaptability and
fast learning features.CGPANN, in comparison with other prediction models,
performs better for its non-linear characteristics and non-conventional behavior.
The non-conventional behavior of CGPANN increases its MAPE to 93% that is
22.21% in addition to the MAPE value of Sigmoid SVM, a non-linear model,
conventional model. On the other hand, the Linear SVM that follows linear
approach and possesses conventional behavior, gives 6.08% more effective MAPE
values for a given timely devised data.

Fig. 1, 2 and 3 graphically explain the accuracy of the model by plotting the
estimated stock values, instantaneous changes and the cumulative stocks of each
company. The Fig. 1, 2 and 3 explain progress of each producer as well as the



change in their market stock time by time. It can be inferred from the estimated
and the actual values of the entities that the proposed forecaster has learned
the pattern that is experienced by each producer. The time series thus obtain is
authenticated one and can be used for econometric analysis.
Cumulative stock or the growth curve defines the exact position of the firm
after each and every time instant which has been made possible by using the
newly developed CGPANN. Basic fact about SNRGY food producing company
can be explained from its cumulative stock value. Based on cumulative stock,
SNRGY is leading among its competitors, shown in Fig. 4. The variations in the
market stock value (defined by peak to average ratio and standard deviation) is
also compared in Fig. 4. More fluctuation in the time series of the per-instant
change of the company stock, as given by Table 3, reflects the dynamicity in the
products of the company.

Fig. 3. Saputo - Instantaneous stock value, per instant change and cumulative stock
prediction (14 inputs(7 days) 1 output)



Fig. 4. Predicted growth curve using CGPANN (initialized with 450 nodes)

6 Conclusion

The paper uses CGPANN prediction model for forecasting the growth curve of
a firm. This growth curve thus enables a particular producer, at any instant,
to compare its production statistics with other similar producer and find out
the margin to which they have to take risk in introducing new product in the
market. The buying power of the consumer can be predicted by looking at the
daily change in the stock usage that can be used in the estimation of the future
production by a company. Thus the companies can estimate the raw material
and manage their stock according to the future buying capacity of the present
users. The model further enables newly developed firms to calculate their incre-
ment in market reputation while looking at the daily change in stock value. The
model can be much effective if the consumption time series of a single product
is employed for its future use. The producers can then manage their inventory
while knowing the exact number of future consumer of each and every single
product, supplied by them.
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