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Abstract. Predicting and mitigating demand peaks in electrical net-
works has become a prevalent research topic. Demand peaks pose a par-
ticular challenge to energy companies because these are difficult to foresee
and require the net to support abnormally high consumption levels. In
smart energy grids, time-differentiated pricing policies that increase the
energy cost for the consumers during peak periods, and load balancing
are examples of simple techniques for peak regulation. In this paper, we
tackle the task of predicting power peaks prior to their actual occurrence
in the context of a pilot Norwegian smart grid network.

While most legacy studies formulate the problem as time-series-based
estimation problem, we take a radically different approach and map it
to a classical pattern recognition problem using a simple but subtle for-
mulations. Among the key findings of this study is the ability of the
algorithms to accurately detect 80% of energy consumption peaks up to
one week ahead of time. Further, different classification methods have
been rigorously tested and applied on real-life data from a Norwegian
smart grid pilot project.

Keywords: Peak Prediction,Energy Consumption, Classification

1 Introduction

Changes in the consumers electrical power consumption influences demand peaks,
which are difficult to predict due to their seemingly random occurrence. This is
because consumption peaks are consequences of aggregated and collective be-
haviour of several customers, and are influenced by many external factors. A
simple example of typical consumer’s behavioral influence is when people turn
on their heater when the weather is cold. When multiple consumers do this at
the same time it, which is natural since a drop in temperature affects them
all, the aggregated behavior causes a peak in the overall electrical consumption.
However, since there are many factors other than temperature that influences a
user electrical consumption, it is far from trivial to foresee what the consumption
will be and in turn predict high loads.
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Both consumption peaks and peak supplies cause challenges for electrical ser-
vice providers because they need to design their grid for the maximum potential
load. This is crucial since energy scarcity has severe consequences such as power
outages. An alternative approach to over dimensioning electrical grids for the
absolute maximum potential consumption peaks is evening out the peaks with
peak controlling methods. The difficulty lies in that to control consumption,
smart grid systems need know peaks prior to their occurrence, and there is no
existing method that can accurately do so. There is however no doubt that the
existence of such a method would help power companies, such as Agder Energy,
to design intelligent strategies for reducing the overall consumption. The overall
impact of successful peak prediction is enabling for electrical grids with less load
and in turn collectively less energy usage.

This paper addresses predicting electrical power consumption peaks in small
communities where there are no external data available, such as weather predic-
tions or detailed customer data. This contributes to a crucial part of larger smart
grid energy system which performs load balancing and avoids energy over-supply
to keep grid voltage at an acceptable level. The peak prediction algorithms are
meant to be used in a smart grid installation to: (1) Automatically turn off
smart electrical appliances. (2) Automatically ask consumer power cells to be
turned on. (3) Carry out local level load balancing. Hence, a potential peak at
one customer household will avoid contributing to an overall demand peak in
the system. This is a realistic scenario and such algorithms are planned to be
part of Smart Village neighbourhood in Arendal, Norway.

This is particularly difficult as peaks are influenced by complex behaviour
and typically occur in abnormal situations. Further, since this is planned to
be installed in a new Smart Village neighbourhood, there is no external data
available. We do not have access to other data such customer behavior, and
since this is a small relatively secluded area weather reports is expected to have
an equal impact on all customers and is therefore not particularly valuable4. The
latter is different most approaches in the literature [1].

Our main contributions in this paper are: In contrast to most other ap-
proaches, mapping peak detection into a two-labelled classification problem us-
ing statistical terms. We further test it out with data from a real Norwegian
pilot smart grid project, and are able to get results in line with state-of-the-art
with relatively simple classification algorithms.

This paper is organised as following. Section 2 formally defines the problem
to be solved as a two-labelled classification problem. Section 3 continues with
the most relevant development in the area from two research areas: peak predic-
tion/detection and rare item classification. The data used in these experiments
are described in section 4 and the methods used for peak predictions are de-
scribed in section 5. Section 6 continues with the results and findings from these
methods. Finally, conclusion and future work is outlined in section 7.

4 The authors acknowledge that a change in temperature will influence electricity
usage and in turn yield peaks. However, if there is an over all energy usage increase
for all customers, techniques such as local load balancing will have limited value.
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2 Problem setting

The goal of this research is to predict load peaks prior to their occurrence.
Formally, given a time sequence t let p(ti, n) be a statistical function asserting
whether ti is a peak where ti ∈ t and n tells the extremity of the peak as
following:

p(ti, n) =


peak if ti > µ+ n ∗ σ

not peak otherwise (1)

where µ and σ are the arithmetic average and standard deviation of t, and n is a
number defined as the extremity of the peak. Thus, a value is defined as a peak
if it has a value more than n times the standard deviation above the mean value.
Is it possible to predict the output from p(ti, n) using only part of the sequence
occurring prior to ti (t<i ∈ t)? Hence, the peak detection problem is deducted
to a standard two-labelled classification problem. This is less trivial than most
two-labelled classification problems because the peaks are rare and “abnormal”.
Rare abnormalities are particularly hard to predict.

In layman’s terms: Is it possible to predict future load peaks using only past
data on electrical consumptions?5

3 State-of-the-art

This section presents the most relevant research in the area of peak prediction.
Section 3.1 presents the research on prediction electrical loads, and section 3.2
presents research on classifications when there is a skewed division of labelled
data — i.e. classification when the positive labels are so few that it has a signif-
icant negative impact on the classification results.

3.1 Electrical consumption prediction

Many methods for load forecasting is available in the literature [1, 3–5]. Common
for many of these is a reliance on some sort of third-party data for predictions
and/or try to predict the actual power load. There are obvious similarities be-
tween peak prediction and load forecasting, but the objective is notably different.

A common approach is to use linear regression models in combination with
other factors such as heat data. This is shown very useful to predict short-term
peak loads [6, 7] and annual loads[8]. This research uses various functional linear
regression models and support vector regression for the actual prediction, and
clusters the data and assign one regression model per cluster.

Another common approach of load forecasting is to find a similar day based
on the available data, such as weather reports, and assume that similar days

5 Note that is very different from the seemingly similar peak detection (positive outlier
detection). For outlier detection it is possible calculate whether ti is an outlier using
ti itself.[2]



4 M. Goodwin, A. Yazidi

have similar loads. Most relevant for this work is hierarchical two-step classifiers
used for short-term load forecasting [9] which first predicts the “type of day”
then an hourly forecast.

Some work exists without reliance on third party data with the assumption
that the data has some internal structure than can be learnt.6 Perhaps most
well known is the use of evolutionary algorithms and fuzzy logic approach to
predict hourly peaks from one to seven days ahead [10],wavelet transformation
techniques to accurately forecast power consumptions about 4 hours ahead of
time [11] and short-term predictions using exponential smoothing methods[12].
Further, other machine learning techniques been attempted such as non-linear
curve-fitting [13, 14] and Support Vector Machines (SVM) [15, 16]. .

3.2 Rare item classification

Rare item classification is a field within pattern recognition where the majority
of the data is impertinent, typically the normal situation, and consequently the
interesting data appears much rarer. Often times even the labels to be classified
are not known in advance. Further, there is an imbalance in the data available
for training (a priori). Exhaustive labelling is commonly required to build up
a proper training database. Both labelling and corresponding classification is
inevitably costly. Much research exists on this, but, to the best of our knowledge,
none of these directly address the peak prediction problem.

An effective technique when working with rare item classification is combi-
nation methods, such as hierarchical classifiers with more than one classification
technique [17, 18]. Generally this means organising local classifiers in an hierar-
chical structure and defining rules giving a global consensus. Based on techniques
such as majority voting, the classifiers yields significantly better results for rare
item classification than comparable algorithms, even with a flat structure [19].
Others use clever re-sampling, such as random under- and oversampling [17].

4 Data with electrical consumption peaks

The data used in this project is from a summer cabin area in Hvaler, Norway for
six weeks in mid 2012 [20]. In total there are more than 7900 installations with
varying degree of activity — making the data very vacillated. From each installa-
tion, accumulated hourly energy consumptions (kWh) was collected throughout
the six weeks.

An examples of electrical consumption for one installation is presented in
Figure 1(b). This shows averaged values of 7 days — displaying some clear
trends: A rise and fall of the consumption with its highest around Norwegian
dinner time and lowest at night, repeated nightly.

Figure 1(a) shows an example of consumption with peaks for a specific 24
hour period. The threshold level, n, for the peak data in Figure 1(a) is set to 2

6 This is the same assumption we have in this paper.
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(b) Consumption averaged per 7 days

Fig. 1: Consumption patterns and peaks

yielding two peaks: around 05-03 22:00 and 05-04 16:00. Overall, by varying n
in the equation 1, the percentage of peaks varies from 15% for n = 1 down to
0.8% for n = 3.

5 Approach

This sections presents approaches for to predict p(ti, n). The first approach is a
straightforward solution introduced for comparison purposes. This is continued
with standard classification techniques inspired by similar work on load forecast-
ing [6, 15, 16, 21]. Lastly, we present hierarchical classification solutions inspired
by techniques in the literature on rate item classification[17–19]. All classifiers
aim at predicting p′(t<i, n) as close to p(ti, n) as possible.

Majority voting(cm):Firstly, a simple majority voting classifier was im-
plemented that counts the number of peaks in the training data and checks is
there are more peaks the previous day than could be expected based on simple
statistics.

Consistent peaks(cc):Secondly, another classifier was implemented that al-
ways predict the peak equal to the previous peak value as following:

cc(t<i, d, n) = p′(t<i, n) = p(ti−d, n). (2)

where ti is the data to predict and d is how many hours in advance ti is.
SVM(cl,cp):The purpose of the SVM is to create a function, linear(cl) or

polynomial(cp), that separates data that results in peaks from the data that does
not. Upon predicting p(ti, n) the vector space consists of a defined number of
points prior to ti ∈ t, namely t<i. Each individual point in t<i is then a separate
dimension. Two variants of SVM are implemented; The linear SVM approach is
defined as cl(t<i, d, n), while the polynomial is defined as cp(t<i, d, n),

GMM(cg):GMM is a classifier known for handling outliers well [22]. It has, to
the best of our knowledge, not been used for load or peak prediction previously.
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It has however been used for many other classification applications with success,
and is specially suited for rare item classification. Similar, to the SVM classifiers,
when classification of ti with GMM we populate the vector space with points
prior to ti (t<i). This classifier is defined as cg(t<i, n).

Two variants of hierarchical classifiers are presented: Hierarchical and Hier-
archical with Consistent Peaks. They both use a flat approach similar to variants
in the literature [19] — namely straightforward combinations of the other clas-
sifiers.

Hierarchical (ch1): The hierarchical classifier is simply a combination of
the linear SVM and GMM similar to the common practice in the literature as
following:[23, 24].7

ch1(t<i, d, n) = cl(t<id, , n) | cg(t<id, n) (3)

Hierarchical with Consistent Peaks (ch2): An additional classifier was
created utilizing the data from the consistent peaks (see equation 2). This ex-
tends equation 3 as following.

ch2(t<i, d, n) = cl(t<i, d, n) | cg(t<i, d, n) | cc(t<i, d, n) (4)

6 Experiments

This section presents empirical results from running the predictive algorithms
introduced in section 5. In line with common practice in the field [10], we present
predictions starting from one hour into the future and up to 7 days (168 hours).

Section 6.1 presents a comparative experiments when n set to 1 — predicting
moderate peaks. Additionally, section 6.2 shows the behaviour when varying n
— making the peaks to detect more extreme — influences the algorithms.

All results presented in this chapter use a vector size of 24.8

Further, several metrics exists to evaluate information retrieval approaches.
This paper promotes classification methods that favour false positives over false
negatives. This is because a false positive, predicting a peak that is not present,
has significantly less consequences than not predicting peaks which are present.
Thus, high recall is much more sought after than high precision.

6.1 Predicting small consumption peaks

This section presents peak predictions with n in equation in p(ti, n) (equation
1) set to 1. This is the most straightforward approach where peaks are defined
as simple values larger than the standard deviation.

Figure 2(a) and 2(b) show the recall and precision of the applied algorithms.
These figures all show predictions 1 to 168 (7 days) into the future with n set to

7 Note that the decision rule is simpler than most other setups.
8 Several experiments were carried out with various vector sizes concluding with a

vector size of 24 units. These results are not crucial to the understanding of the
approach and therefore omitted.
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1. This means that each time instance in the data, the algorithms try to predict
from 1 to 168 hours ahead of time and the average is shown in the graph.
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Fig. 2: Recall and precision for predicting 1 to 168 hours into the future with n
set to 1

All pattern recognition algorithms, SVM, GMM and Hierarchical has a de-
crease in recall as the t increases. This means that, in line with intuition, the
difficulty increases the further into the future the algorithm try to predict peaks.
However, when t reaches 24 the quality of the measure increases. Hence, it is
easier to predict 24 hours into the future than it is to predict other values.
This suggests that people behave similarly in 24 hour cyclic intervals (cook din-
ner, eat, sleep at roughly the same intervals). This is supported by “Consistent
peaks”-classifier is surprisingly accurate.

The figure shows that the hierarchical classifiers have an excellent recall (Fig-
ure 2(a)). Thus, these algorithms are able to detect about 80% of the peaks in
the data. Further, the recall decreases as t increases for all algorithms. Hence,
prediction becomes more difficult the further into the future the algorithms aim
at predict. This is however less true for hierarchical classifiers and GMM than
for comparative algorithms.

On the other hand, the hierarchical classifiers have a low precision (Figure
2(b)). The algorithms have many false positives (close to 80%). We can say
that an hierarchical classifier is able to predict 80% of the peaks, and whenever
it predicts a peak it is a 20% chance that it is an actual peak. Keep in mind
that the objective of the algorithms is to favor false positives compared to false
negatives false negatives having less impact in electrical power grids.
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(a) n set to 2 yielding 35 732 peaks.
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(b) n set to 3 yielding 7 614 peaks.

Fig. 3: Recall predicting 1 to 168 hours into the future varying n

6.2 Predicting larger consumption peaks

This section presents results upon varying n in p(ti, n) (equation 1). By in-
creasing n the peaks become more extreme and (presumably) more difficult to
predict.

Figure 3(a) and 3(b) show recall over time when n is set to 2 and 3. This is
same setup as shown in figure 2(a) with n set to 1, but the behaviour is notably
different. First and foremost, all classifiers have a decreased recall. Most notably,
the SVM classifiers drop fast to a recall close to 0. In this scenario, SVM is only
able to predict close to 24 hours into the future, and not very well. Consequently,
the hierarchical classifiers are only slightly better than GMM — which means
than SVM does not contribute much in an increased recall in the hierarchical
classifiers.

The trend in Figure 2(a) (n=1) and 3(a) (n=2) is continued in figure 3(b)
(n=3), but is more extreme. The SVM classifiers more quickly drops to 0 and
the difference between the hierarchical and GMM classifiers are much less. Still,
the best algorithms are able to reach a recall more than 70%. 9

Another trend which is more visible is that the results are more chaotic
which may be caused by only some of these extreme peaks are predictable, while
others are not. With peaks as n increase this becomes more apparent in the data
rendering more challenging results.

A conclusion to be drawn from this is that an increase in the extremities of the
peaks makes the classification more difficult. However, GMM and corresponding

9 The trend continues when increasing n even further. This is deliberately left out of
the paper since this does not contribute to further insight of the algorithms.
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hierarchical classifiers are still able to detect more than 70% of the peaks. All
other classifiers fall short with a recall close to 0.

7 Conclusion and future work

This paper deals with predicting electrical consumption peaks as input to load
balancing and/or smart pricing strategies. This is done in a completely new way
by mapping the prediction activities into a two-labelled classification problem.
Further, in contrast to most existing approaches, the features are based solely on
previous consumptions, avoiding reliance on third party data for the predictions.

Several classification algorithms are implemented and successfully applied on
real-life data from a Norwegian smart-grid pilot project. The most promising re-
sults are produced by a simple hierarchical classifier combining linear support
vector machines, Gaussian mixture models and deterministic assumption of con-
sistent peaks. This solution is able to detect 80% of consumption peaks up to one
week ahead of time. This promising result shows the usefulness of our approach.

This paper is part of an ongoing research project aiming at a developing smart
energy housing technology with peak prediction as an essential component. We
plan to carry out the following research: Comparison with additional classifiers,
such as graph based classification approaches and more advanced hierarchical
classifiers. We also plan to include weather information data as commonly done
in the literature in order to improve the prediction results. Most importantly,
this work is planned to be used in the scheduled Smart Village Skarpnes with
40 passive houses.
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