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Abstract. In audio and speech processing, accurate detection of the changing
points between multiple speakers in speech segments is an important stage for
several applications such as speaker identification and tracking. Bayesian Infor-
mation Criteria (BIC)-based approaches are the most traditionally used ones as
they proved to be very effective for such task. The main criticism levelled against
BIC-based approaches is the use of a penalty parameter in the BIC function.
The use of this parameters consequently means that a fine tuning is required for
each variation of the acoustic conditions. When tuned for a certain condition, the
model becomes biased to the data used for training limiting the model’s general-
isation ability.
In this paper, we propose aBIC-based tuning-free approach for speaker segmen-
tation through the use of ensemble-based learning. A forest of segmentation trees
is constructed in which each tree is trained using a sampled version of the speech
segment. During the tree construction process, a set of randomly selected points
in the input sequence is examined as potential segmentation points. The point
that yields the highest ∆BIC is chosen and the same process is repeated for the
resultant left and right segments. The tree is constructed where each node corre-
sponds to the highest ∆BIC with the associated point index. After building the
forest and using all trees, the accumulated∆BIC for each point is calculated and
the positions of the local maximums are considered as speaker changing points.
The proposed approach is tested on artificially created conversations from the
TIMIT database. The approach proposed show very accurate results comparable
to those achieved by the-state-of-the-art methods with a 9% (absolute) higher F1

compared with the standard ∆BIC with optimally tuned penalty parameter.

1 Introduction

Speaker segmentation is the process of determining the speaker switching points in
a speech signal leading to an accurate separation of the signal into speaker homoge-
neous subsegments. This is an essential initial stage in several speech and audio ap-
plications such as speaker tracking [5], audio classification [14] and speaker diarization
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systems [3]. Segmentation is usually performed without any prior knowledge about who
or how many speakers are present in the speech segment, with an unknown maximum
and minimum length of the speakers’ segments and with no prior information about the
acoustic conditions and the noise level and type. Having no or very limited prior infor-
mation about these conditions makes speaker segmentation one of the very challenging
task in the speech processing domain.

Several approaches have been proposed for speaker segmentation [7, 13, 4, 10, 8, 15]
(an extensive review can be find in [3]). Among these methods, ∆BIC metric is the
most widely used for this task [7, 13, 4, 10, 8]. The main drawback of BIC-based ap-
proaches is that they require fine tuning of a penalty factor that highly affects the qual-
ity of segmentation. This penalty factor is related to the number of parameters those
are used to model the speech segment. Traditionally, the penalty factor is tuned for
each specific acoustic conditions which limits the generalisation capabilities of the sys-
tem [16, 21]. An alternative BIC function has been proposed which aims at eliminating
the effect of the number of parameters in the BIC calculation [2]. This is accomplished
by estimating the speech segment by two mixtures of the Gaussian mixture model and
estimating the left and right segments around the segmentation point by one mixtures
of the Gaussian mixture model.

In this paper, we introduce a novel approach based on the ensemble-based mech-
anism to estimate the speakers changing points in multi-speakers segments. The main
advantage of the proposed approach is that it eliminates the need to tune the penalty
factor originally employed in the BIC-based segmentation function. Through using the
proposed method we were able to increase the robustness of the traditional BIC-based
techniques when used in various acoustic conditions.

The approach works by building a set of segmentation trees called segmentation
forest; each tree is built using an approach similar to the one proposed in [8]. Each
node in each segmentation tree examines a set of randomly selected points as potential
segmentation points. The gain function in each tree is the value of the BIC and the
goal is to select the point that gives the highest BIC. The value of the penalty factor
is randomly assigned for each BIC calculation. Each segmentation tree assigns a BIC
value for the examined points. The final resultant BIC values for the sequence points
are the accumulated values using all segmentation trees in the forest.

The paper is organised as follows: In section 3, the standard BIC-based speaker
changing point detection is presented, followed by a BIC-based speaker segmentation
using divide-and-conquer strategy in Section 3. In Section 4, the proposed approach
is explained. The experiments and evaluations conducted to validate the proposed ap-
proach are presented in Section 5 and finally a conclusion is presented in section 6.

2 Detecting Speaker Changing Points Using BIC

The BIC is a asymptotically optimal Bayesian-based model-selection criterion tradi-
tionally used to determine the parametric model that best fits a set of data samples
X = x1, ..., xN , where xi ∈ Rd, where d is the dimension of the feature space [7].
According to the BIC approach, the model Mj that best fits a set of data samples is the
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model that maximises the function:

BICj = logP (X|Mj)− λ
1

2
kj logN (1)

where logP (X|Mj) is the log likelihood of the data X for Mj , λ is the weight of the
second term that relates to the number of parameters kj in the modelMj and the number
of samples N in the data.

Suppose we have two models representing the data X namely M1 and M2, the
model M1 is chosen over M2 to fit the data X if ∆BIC = BIC1 −BIC2 is positive.

For the speaker segmentation task, suppose a segment of speech X . To check if
the speaker changes at a point index i, M1 represents the model drawn from two full-
covariance Gaussians using the separated segments at point i and M2 is the model
drawn from one full-covariance Gaussian. We calculate the ∆BIC between M1 and
M2: the number of parameters k1 in M1 is twice the number of parameters in M2,
where k1 = d+ d(d+1)

2 . ∆BIC is calculated as:

∆BIC = N∗log|Σ|−i∗log|Σleft|−(N−i+1)∗log|Σright|−
1

2
λ(d+

d(d+ 1)

2
)logN

(2)
where |.| is the determinant of the covariance matrix, λ is the penalty factor that tunes
the segmentation sensitivity [9], ideally this parameter is equal to 1. Point i is considered
a speaker switching point, if ∆BIC > 0.

Applying this approach on a speech segment detects a single changing point. In
order to be able to detect multiple-switching points, a window growing mechanism is
usually employed [20]. This approach starts by processing a small window Ninit and
tries to detect a changing point within this window. It then extends this window by aNg

until a changing point is detected or the window size reaches a maximum size Nmax. If
the search reaches Nmax with no detection of a changing point, the window is shifted
by Ns. Otherwise, the search process is repeated starting from the newly discovered
switching point.

3 BIC-Based Speaker Segmentation Using Divide-and-Conquer

This approach uses the ∆BIC function to perform a hierarchical splitting of a speech
sequence into its most two dissimilar parts [8]. This is done by scanning the whole
segment and choosing the point that gives the highest ∆BIC. The resultant point is
then considered as a potential speaker switching point (called i). The same approach
is then repeated on the left and right segments of the point i. This process is applied
recursively until the size of the segment becomes smaller than a threshold.

After processing the left and right segments, ∆BIC is checked, if it is positive,
point i is considered as a switching point; otherwise, the leftmost sub-segment from the
right segment and the rightmost sub-segment from the left segment are considered as
one segment and the highest ∆BIC is calculated. If ∆BIC is positive, the new point
is added to the set of changing points.

One can note that the process described can be seen as generating a tree-like struc-
ture, where each internal node in that tree is a segmentation point. It is also worth
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noticing that this approach still uses the standard ∆BIC where the tuning process of λ
is still required.

The approach proposed in this paper employs a similar mechanism for generating a
tree structure for the segmentation. These resultant trees are used to detect the changing
points. In the next section, the approach proposed for speaker segmentation using a
segmentation forest is explained.

4 BIC-based Speaker Segmentation Using Segmentation Forest

The ensemble-based learning approaches such as random forest and density forest [6]
have been successfully employed for several tasks in the audio domain such as emotion
recognition [19, 18], paralinguistic event detection [1] and audio event detection [11].
In this work, a segmentation forest is utilised as a special case of the random forest
approach. Random forest is a tree-based non-parametric classification and regression
approach. The principle is to grow an assemble of trees on a random selection of sam-
ples in a training set. Each tree is a classification and regression tree (CART). While
constructing the trees and at each tree node, a randomly selected set of features is con-
sidered and the features are investigated as potential predictors that decide the split of
the data. The splitting robustness is calculated as the information gain resulted from the
splitting.

The proposed approach applies a similar mechanism to the one used by the random
forest. However, instead of building decision trees, we build a set of segmentation trees,
where the randomly selected features to be examined at each node are the potential
segmentation positions, the gain function in our case is the ∆BIC.

Formally, a segmentation forest SF is a set of segmentation trees

SF = {ti} : i = [1...T ] (3)

where ti is the ith individual tree and T is the total number of trees. Each tree ti, in
the forest is trained independently in a similar manner to the one used for building the
tree in the divide-and-conquer approach explained in Section 3. The main differences
between the two processes are:

– Instead of scanning the full set of positions in the sequence, a randomly selected
set of points is examined.

– The value of λ in the ∆BIC function is randomly chosen between a min and a
max values.

– We do not recheck internal points if the value of ∆BIC is negative, instead we
assign the negative value obtained for ∆BIC to the corresponding point.

– Each tree is trained using a sampling from the original sequence without replace-
ment.

A detailed description of the tree building process is presented in Algorithm 1.
The result of the pervious process is a set of segmentation trees where each node

in each tree is associated with a position and a ∆BIC value. The final ∆BIC for
each point is the accumulated ∆BIC from all trees. As a result, positive accumulated
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Algorithm 1 Building a segmentation tree n← train(X)

- X : the speech segment
- n : the node that represents the segmentation of the input segment

if ( length(X) < threshold) then
return empty

end if
- pp← get round of

√
(length(X)) randomly chosen points from X as potential segmentation

points to examine
- Find the point i from pp that gives the highest ∆BIC (called mBIC), where λ is randomly
chosen for each point
- Split X at position i into Xl and Xr

- call the same process on Xl to get n.childl
- call the same process on Xr to get n.childr
- store the position i in n.position
- - store the value mBIC in n.∆BIC
return n

∆BIC values are produced on and around the speaker segmentation points. To de-
tect the exact changing point positions, the resultant ∆BIC value sequence is grouped
forming a set of local regions according to the distance between the points. The position
of the maxima of each local region represents a speaker changing point as illustrated in
Figure 1.

Fig. 1. An illustration of a accumulated ∆BIC and the local regions with their maxima



6 Authors Suppressed Due to Excessive Length

5 Experiment And Evaluation

The purpose of the experiments conducted is to validate the proposed approach and
to check its efficiency for the speaker segmentation task. For this purpose, The per-
formance and execution time of the proposed method is compared with several other
BIC-based approaches reported in the literature.

5.1 Experiment Setup

In order to evaluate the proposed approach, a comparison between its performance and
several other BIC-based approaches is performed. A artificially created conversations
by concatenating speech from the TIMIT database are used for evaluation [12]. TIMIT
is an acoustic-phonetic databased which consists of 6300 utterances for 630 english
speakers. Two conversation sets (A and B) are generated, the first set is for penalty pa-
rameter tuning in the standard and divide-and-conquer BIC-based approaches. It con-
sists of 20 conversation, each contains 2 to 6 speakers and the length of each speaker
segment varies between 2 and 6 seconds. The testing dataset,B, consists of 100 conver-
sation. The number of speakers per conversation changes from 2 to 6 and the length of
each speaker segment is between 2 and 6 seconds. The testing set contains 338 switch-
ing points. The feature vectors used were 23-dimensional mel-frequency cepstral co-
efficients (MFCC) and log energy extracted every 10 ms, with a window size of 25
ms.

In the process of detecting the changing points in the speaker segmentation modules,
two types of errors occur: the first is due to missing a true speaker changing point. This
type of errors can be measured using the precision (PRC), which is calculated as:

PRC =
number of correctly found changes

total number of changes found
(4)

and the other measurement is the Missed Detection Rate (MDR), which is calculated
as:

MDR = 100 ∗ MD

RC
(5)

where MD is the number of missed changing points and RC is the number of true
changing points. The second error type occurs when a false changing point is detected.
This type can be measured using the recall (RCL), which is defined as:

RCL =
number of correctly found changes

total number of correct changes
(6)

and the other measurement is False Alarm Rate (FAR), which is calculated as:

FAR = 100 ∗ (1−RCL) (7)

Another measurement that combines the PRC and RCL in one value is the F1-
measure. This measurement is defined as:

F1 = 2 ∗ PRC ∗RCL
PRC +RCL

(8)
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Table 1. Average and standard deviation values for the results obtained from each approach using
the five error measurements

BIC DICBIC GMMBIC SF −BIC
PRC(mean) 0.77 0.89 0.59 0.83
PRC(std) 0.30 0.27 0.28 0.24
RCL(mean) 0.74 0.75 0.75 0.84
RCL(std) 0.31 0.29 0.31 0.25
F1(mean) 0.74 0.79 0.65 0.83
F1(std) 0.29 0.27 0.23 0.23

FAR(mean) 13.31% 3.97% 50.67% 10.78 %
FAR(std) 16.94 11.00 23.88 14.22

MDR(mean) 26.03% 25.33% 35.03% 16.47%
MDR(std) 30.48 28.82 30.61 24.85

The value of F1 is between 0 and 1, the closer the value to 1 is, the better the system.
For MDR and FAR measurements, the values are between 0 and 100, the smaller the
value is, the better the system.

Four approaches are evaluated using the conversation set. The first approach is the
standard window-growing approach (referred to as BIC) as described in Section 2. The
λ value is tuned using the set A and the result value is set to λ = 2.8. The second
approach is the divide-and-conquer approach (referred to as DACBIC) as described in
Section 3 and the λ value is also tuned using the set A and it gives λ = 3.2. The third
one is the window-growing approach using one mixture per GMM for separated seg-
ments and two mixture per GMM for combined segments to estimate the covariance
matrices [2]. This removes the effect of the penalty parameter (referred to as GMM-
BIC). Diagonal covariance GMM is used for GMMBIC implementation. The fourth
approach is the proposed approach (referred to as SF-BIC). The number of trees in our
approach is set to 50 and the stopping criterion threshold (minimum segment length) is

500. The number of points to examine at each node is
√

length(segment)
Nmin

whereNmin is
the shifting factor. λ value was generated randomly between [0..6]. The tolerance value
for the detected points is 0.5 second, i.e. if a detected point is positioned within 0.5
distance around a reference point, it is classified as a correctly detected point.

5.2 Evaluation

The five accuracy measures discussed are calculated for each examined approach. We
used the same evaluation protocol proposed in [17]. According to this protocol, the
previously discussed error metrics are first calculated followed by applying ANOVA
and Tukey test.

Table 1 presents the mean and standard divination values of each measure for each
of the examined system.

The results show that a better performance is obtained by the proposed method
compared with the other approaches with respect to the overall performance of the
system as depicted by the F1 measure. The results also indicate that our approach is
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able to more accurately predict the true changing points according to the RCL and
MDR measures. The DICBIC detects less false alarm points compared with the other
approaches as the results of PRC and FAR show.

To check if the performance obtained is significantly different among the compared
approaches, a One-way ANOVA is applied for a 95% confidence level. The null hypoth-
esis tested is that the groups means are equal, i.e. the approaches are not significantly
different. The alternative hypothesis states that the groups means are unequal, which
consequently means that at least one of the systems differs from the rest with respect to
the examined measure. The F − statistic values and the p− values of all approaches
are calculated and presented in Table 2. The results show that the performance is sig-
nificantly different among all five measures.

Table 2. F − statistic and p − value results obtained from ANOVA for each approach using
the five measurements

F − statistic p− value
PRC 66.64 1.42e-34
RCL 6.59 2.36e-04
F1 44.85 8.45e-25

FAR 142.39 1.22e-61
MDR 6.59 2.36e-04

Since ANOVA test does not provide any information about which system is differ-
ent from the other, the Tukey range test, or honestly significant differences method, is
employed. Tukeys method provides a pair-wise comparison of the means while main-
taining the confidence level at a predefined value. If the confidence interval includes
zero, the differences are not significant, otherwise, the differences are significant.

The Tukey test is applied between the proposed approach and the three other ap-
proaches and the results obtained are presented in Table 3.

Table 3. The Tukey test results between the proposed approach and the other examined ap-
proaches.

SF −BIC vs GMMBIC SF −BIC vs DICBIC SF −BIC vs BIC

PRC 0.374,0.448 -0.126,-0.0540 -0.0130 , -0.0635
RCL 0.105 , 0.1856 0.01201, 0.0886 0.01655 , 0.09561
F1 0.3151 , 0.3805 -0.0401, 0.0302 0.0077 , 0.0820

FAR -45.477 , -39.888 3.197 , 6.8120 -6.977 , -2.530
MDR -26.489 , -18.561 -16.512, -8.860 -17.468 , -9.561

The results show that the differences in the performance between all approaches are
significant except for the F1 measure between the proposed approach and the DICBIC
approach.
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Table 4. Average and standard deviation values for the execution time of each approach

BIC DICBIC GMMBIC SF −BIC
time(mean)(s) 50.16 19.82 91.81 124.77
time(std) 25.76 12.26 50.24 54.18

The results obtained from the statistical analysis performed indicate that the perfor-
mance of our approach is comparable to those achieved by the-state-of-the-art method
as demonstrated by the insignificant difference between the accuracies obtained.

The execution time for each approach (shown in Table 4) shows that the proposed
approach has the highest execution time. This is due to the time required to build a set
of segmentation models instead of one. However, since each tree is built independently,
this time consumption issue can be solved by constructing the trees in parallel.

6 Conclusion

In this paper, a tree-based ensemble method for speaker changing point detection is
proposed. The approach trains a set of trees using a sampled version of the speech seg-
ment. To build a node in the tree, a randomly selected points are examined as potential
segmentation points. The point that gives the highest ∆BIC is chosen. This process
is recursively applied on the left and right subsegments until a stopping criterion is
reached. As a result, a tree is constructed where each node stores the highest ∆BIC
with the associated point index. Once the model is built, the accumulated ∆BIC for
each point is calculated using the all trees in the forest. The final changing points are
then calculated as the positions of the local maximums after grouping the points those
have a positive ∆BIC into groups according to the distance between them.

We conduct a set of experiments to test the proposed approach and analyse its per-
formance. For this purpose, a comparison is performed with three other state-of-the-art
methods. The comparison shows that the proposed approach achieves better average
results an insignificant performance difference from the best models reported in the lit-
erature. Our model, however, has the advantage of eliminating the need of parameter
tuning and thereafter demonstrates more robustness and generalisation capability over
changes in the acoustic conditions.

The future work includes building an interactive speaker changing point detection,
where the user can modify, add or delete a set of changing points and the model uses
this information to adapt itself.
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