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Abstract

In this technical report, motivated by a recent work of R. Brockett [1],
a robust global synchronization problem of multistable Brockett oscilla-
tors has been studied within an Input-to-State Stability (ISS) framework.
Following a recent generalization of the classical ISS theory to multistable
systems and its application to the synchronization of multistable systems,
two synchronization protocols are designed with respect to compact invari-
ant sets of the unperturbed Brockett oscillator. The conditions obtained
in our work are global and applicable for families of non-identical oscilla-
tors in contrast to the local analysis of [1]. Numerical simulation examples
illustrate our theoretical results.

*The project is partly supported by ANR project WaQMoS (ANR 15 CE 04 0002). This
work has been performed while H. Ahmed was a part of the Non-A team



1 Introduction

Over the past decade, considerable attention has been devoted to the problem
of coordinated motion of multiple autonomous agents due to its broad appli-
cations in various areas. One critical issue arising from multi-agent systems
is to develop distributed control policies based on local information that en-
ables all agents to reach an agreement on certain quantities of interest, which
is known as the consensus problem. A classic example of distributed coordi-
nation/consensus in physics, engineering and biology is the synchronization of
arrays of coupled nonlinear oscillators [2-7]. Oscillator synchronization has sev-
eral potential application domains, for instance power networks [8, 9], smooth
operations of micro-grids [10], real-time distributed control in networked sys-
tems [11] and so on.

The problem of synchronization has been addressed by researchers from var-
ious technical fields like physics, biology, neuroscience, automatic control, etc.
To have a better insight on the contribution of automatic control community
in this area, interested readers may consult [12-18]. In the context of the syn-
chronization of oscillators, R. Brockett has recently introduced the following
model [1]:

i+er(i®+a?—1)+a = £’u, z€R™, £>0. (1)

In [1], a centralized synchronization protocol has been proposed for the model
(1), such that the conventional averaging theory does not predict the existence of
a periodic (almost periodic) solution for small €. However, qualitative synchro-
nization together with small amplitude irregular motion can be seen through
numerical studies. Following [1], for e sufficiently small, but non-zero, let us
consider the set

S. ={(z,2) e R? : &® + 2° — 1 +2c%xdsign(é® +2° — 1) = ¢},

which contains two smooth closed contours: 'l lies outside the unit circle in
the (x,%)-space and I', lies inside the unit circle. Both curves approach the
unit circle as £ goes to zero. Then the main result of [1] is given below.

Theorem 1. Let I‘Ei be as before. Then there exist eg > 0 such that for all
0 < € < g9, the solutions of (1) beginning in the annulus bounded by T'T and '
remain in this annulus for all time, provided that |u| < va? + 2.

Theorem 1 provides a local synchronization result which depends on a small
parameter € # 0. Moreover, the result is applicable to the synchronization of
identical oscillators only.

The goal of this work is to extend the result of [1] and to develop a protocol
of global synchronization in the network of (1), for the case of identical and non-
identical models of the agents. It is assumed that the oscillators are connected
through a N-cycle graph! [19]. The proposed solution is based on the framework
of ISS for multistable systems [20, 21].

LA cycle graph C is a graph on N nodes containing a single cycle through all nodes, or
in other words, N number of vertices connected in a closed chain.



The ISS property provides a natural framework of stability analysis with
respect to input perturbations (see [22] and references therein). The classi-
cal definition allows the stability properties with respect to arbitrary compact
invariant sets (and not simply equilibria) to be formulated and characterized.
Nevertheless, the implicit requirement is that these sets should be simultane-
ously Lyapunov stable and globally attractive, which makes the basic theory not
applicable for a global analysis of many dynamical behaviors of interest having
multistability [23-25], periodic oscillations [26], just to name a few, and only
local analysis remains possible [27]. Some attempts were made to overcome such
limitations by introducing the notions of almost global stability [28] and almost
input-to-state stability [29], ete.

Recently, the authors in [20,21] have found that a natural way of devel-
oping ISS theory for systems with multiple invariant sets consists in relaxing
the Lyapunov stability requirement [30] (rather than the global nature of the
attractivity property). Using this relatively mild condition, the ISS theory has
been generalized in [20,21], as well as the related literature on time invariant
autonomous dynamical systems on compact spaces [31] for multistable systems.
Multistability accounts for the possible coexistence of various oscillatory regimes
or equilibria in the state space of the system for the same set of parameters. Any
system that exhibits multistability is called a multistable system. Frequently,
for a given set of initial conditions and inputs it is very difficult to predict the
asymptotic regime that a multistable system will attain asymptotically [32].
Following the results of [20,21], the authors in [33] have provided conditions for
the robust synchronization of multistable systems in the presence of external
inputs. Readers can consult [34] for an overview of recent developments in the
ISS framework, dealing in particular with the extension of the classical concept
to systems with multiple invariant sets and possibly evolving on Riemannian
manifolds.

The results presented in [21] and [33] can be applied to provide sufficient
conditions for the existence of robust synchronization for identical /non-identical
Brockett oscillators in the presence of external inputs. In [35], a global synchro-
nization protocol has been proposed for the case N = 2. In this work, this
result is extended to the general case N > 2 and to this end another syn-
chronization control is proposed, which is not based on the theory of [33] and a
special Lyapunov function is designed characterizing synchronization conditions
for a family of non-identical Brockett oscillators. In opposite to the local results
of [1], the conditions obtained in this work are global. The obtained synchro-
nized system may demonstrate phase or anti-phase synchronization phenomena
depending on parameters of the oscillators.

The rest of this technical report is organized as follows. Section 2 intro-
duces some preliminaries about decomposable sets, notions of robustness and
conditions of robust synchronization of multistable systems. More details about
Brockett oscillator (such as the proof that it possesses ISS property) and the
synchronization of a family of oscillators (the main results) can be found in Sec-
tion 3 and 4, respectively. In Section 5, a numerical simulation example is given
to illustrate these results. Concluding remarks in Section 6 close this technical



report.

2 Preliminaries

2.1 Preliminaries on input-to-stability of multistable sys-
tems

This section has been taken from [20,33]. Let M be an n-dimensional C? con-
nected and orientable Riemannian manifold without a boundary and = € M.
Let f: M xR™ — T, M be a map of class C!. Throughout this work, we assume
that all manifolds are embedded in a Euclidean space of dimension n, so they
contain 0. Consider a nonlinear system of the following form:

&(t) = f(x(t),d(t)), (2)

where the state (t) € M and d(t) € R™ (the input d(-) is a locally essentially
bounded and measurable signal) for ¢ > 0. We denote by X (¢,z;d(-)) the
uniquely defined solution of (2) at time ¢ satisfying X (0, x;d(-)) = . Together
with (2), we will analyze its unperturbed version:

(t) = f(x(1),0). (3)

A set S C M is invariant for the unperturbed system (3) if X (¢,2;0) € S,
for all t € R and for all x € S. For a set S C M, define the distance to S
from a point z € M by |x|s = inf,esd(x,a) where the §(x1,z2) denotes the
Riemannian distance between x; and x5 in M. We have |z| = |z|foy for x € M,
the usual Euclidean norm of a vector z € R™. For a signal d : R — R™, the
essential supremum norm is defined as ||d||cc = esssup;sg |d(t)].

A function o : Ry — R, is said to belong to class K, i.e. o € K, if it is
continuous, strictly increasing and «(0) = 0. Furthermore, o € K if @ € K
and it is unbounded i.e. limg o a(s) = co. For any x € M, the a— and w—
limit sets for (3) can be defined as follows:

ax) = {y EM|y= "E@OOX(a:,tn) with ¢, N\ —oo} ,

w(z) = {y EM|y= nan;OX(x,tn) with ¢, 7 oo}.

For an integer N > 1 the symbol 1, N denotes the sequence 1,...,N.

2.2 Decomposable sets

Let A C M be a compact invariant set for (3).

Definition 2. [31] A decomposition of A is a finite and disjoint family of
compact invariant sets Aq,..., A such that A = Ule A;.



For an invariant set A, its attracting and repulsing subsets are defined as
follows:

AA) = {zeM]|[[X(tz,0)[, = 0ast— +oo},
RA) = {zeM|[|X(tz,0), »0ast— —oo}.

Define a relation on invariant sets in M: for W C M and D C M, we write
W < D if A(W) NR(D) # 0.

Definition 3. [31] Let Aq,..., A; be a decomposition of A, then

1. An r-cycle (r > 2) is an ordered r-tuple of distinct indices i1, ..., %, such
that A;; < ... <Ay <Ay

(a) A l-cycle is an index ¢ such that (R(A;) NRA(A;)) \ A; # 0.
(b) A filtration ordering is a numbering of the A; so that A; < A; =i <
J-

As we can conclude from Definition 3, the existence of an r-cycle with r» > 2
is equivalent to the existence of a heteroclinic cycle for (3) [36]. Moreover, the
existence of a 1-cycle implies the existence of a homoclinic cycle for (3) [36].

Definition 4. Let W C M be a compact set containing all a— and w—limit
sets of (3). We say that W is decomposable if it admits a finite decomposition
without cycles, W = Ule W;, for some non-empty disjoint compact sets W,
forming a filtration ordering of W.

This definition of the compact set W will be used all through the article.

2.3 Robustness notions

The following robustness notions for systems in (2) have been introduced in [21].

Definition 5. We say that the system (2) has the practical asymptotic gain
(pAG) property if there exist n € Ko and ¢ € R, ¢ > 0, such that for all z € M
and all measurable essentially bounded inputs d(-), the solutions are defined for
all ¢t > 0 and

limsup | X (£, 23 ), < 1 (|d]loc) + g (4)

t——+o0

If ¢ = 0, then we say that the asymptotic gain (AG) property holds.

Definition 6. We say that the system (2) has the limit property (LIM) with
respect to W if there exists p € K& such that for all z € M and all measurable
essentially bounded inputs d(-), the solutions are defined for all ¢ > 0 and the
following holds:

inf |X (1, 2; Dy < (o).



Definition 7. We say that the system (2) has the practical global stability
(pGS) property with respect to W if there exist § € Ko and ¢ > 0 such that
for all 2 € M and all measurable essentially bounded inputs d(-), the following
holds for all ¢ > 0:

(X (t, 2z d)lw < g+ B (max{|z|w, [|d][}) -

To characterize (4) in terms of Lyapunov functions, it has been shown in [21]
that the following notion is suitable:

Definition 8. We say that a C' function V : M — R is a practical ISS-
Lyapunov function for (2) if there exists Ko, functions ag,as, a and ~, and
scalars ¢, c > 0 such that

ar(|zlw) < V(z) < as(lzlw + ),

the function V is constant on each W,; and the dissipation inequality below
holds:

DV (2) f(z,d) < —a(|z|w) +(ld]) + ¢
If this latter holds for ¢ = 0, then V is said to be an ISS-Lyapunov function.
Notice that the existence of as and ¢ follows (without any additional as-
sumptions) by standard continuity arguments.

The main result of [21] connecting these robust stability properties is stated
below:

Theorem 9. Consider a nonlinear system as in (2) and let a compact invariant
set W containing all a— and w—1limit sets of (3) be decomposable (in the sense
of Definition 4). Then the following are equivalent:

1. The system admits an ISS Lyapunov function;

(a) The system enjoys the AG property;

(b)

(c)
)

(d) The system enjoys the LIM property and the pGS.

The system admits a practical ISS Lyapunov function;

The system enjoys the pAG property;

A system in (2) that satisfies this list of equivalent properties is called ISS with
respect to the set W [21].

2.4 Robust synchronization of multistable systems

This section summarizes the result on robust synchronization of multistable
systems obtained in [33]. The following family of nonlinear systems is considered
in this section:



where the state x;(t) € M;, with M, an n;-dimensional C? connected and ori-
entable Riemannian manifold without a boundary, the control w;(t) € R™i
and the external disturbance d;(t) € RPi (u;(-) and d;(-) are locally essentially
bounded and measurable signals) for ¢ > 0 and the map f; : M; x R™ x
RPi — T,,M; is C', fi(0,0,0) = 0. Denote the common state vector of (5)
as x = [«T,..., 25T € M = [[IL, M;, so M is the corresponding Rieman-
nian manifold of dimension n = Zil n; where the family (5) evolves and
d=1[dT,...,d5]T € RP with p = Zi\;l p; is the exogenous input.

Assumption 1. For all i = 1,N, each system in (5) has a compact invariant
set W; containing all a— and w—limit sets of &;(t) = fi(x;(¢),0,0), W; is
decomposable in the sense of Definition 4, and the system is ISS with respect to
the set W; and inputs u; and d;.

This assumption implies that family (5) is composed of robustly stable non-
linear systems.

Let a C! function ¢(z) : M — R%, 4(0) = 0 be a synchronization measure
for (5). We say that the family (5) is synchronized (or reached the consensus)
if ¢ (z(t)) = 0 for all ¢ > 0 on the solutions of the network under properly
designed control actions

ui(t) = @i (¥ (x(t))) (6)

(p; : R — R™i is a C! function, ¢;(0) = 0) for d(t) = 0, t > 0. In this
case, the set A = {x € W | ¢/(z) = 0} contains the synchronous solutions of
the unperturbed family in (5) and the problem of synchronization of “natural”
trajectories is considered since A C W (due to ¢;(0) = 0 in (6), the convergence
of ¥ (synchronization/consensus) implies that the solutions belong to W).

By selecting the shapes of ;, it is possible to guarantee robust synchroniza-
tion of (5) for any measurable and essentially bounded input d.

Proposition 10. Let Assumption 1 be satisfied for (5). Then there exist ;,
i = 1,N in (6) such that the interconnection (5), (6) has pGS property with
respect to the set W.

A simple and effective choice of any bounded functions ¢;, ¢ = 1, N in (6)
makes the result of Proposition 10 to be valid.

Assumption 2. The set A is compact, it contains all a— and w—Ilimit sets of
(5), (6) for d =0, and it is decomposable.

Therefore, it is assumed that the controls ¢;(¢)) ensure the network global
synchronization, while decomposability in general follows from Assumption 1.

Theorem 11. Let conditions of Proposition 10 be satisfied together with As-
sumption 2, then the interconnection (5), (6) is ISS with respect to A.



3 The Brockett Oscillator

Let us consider the Brockett oscillator [1]:
E+b (@4 -1)+¢=au (7)

where ¢ € R, f € R are the states variables, a,b > 0 are parameters and u
is the control input. By considering 1 = &, @1 = 292 = £, x = [.1717.’172]T and
|z| = \/x? + x3 equation (7) can be written in the state-space form as:

@1 = X2
o = —x1+au— bxo (|:c|2— 1), (8)

where the states of the system (8), i.e. x, evolve in the manifold M = R2.
By analyzing equation (8) it can be seen that the unperturbed system admits
two invariant sets: namely, the origin W; = {0} and the limit cycle Wy =
I'={z € M :|z|> =1}. So, the invariant set for the trajectories of (8) can be
defined as:

W =W, UW, = {0} UT. (9)

In order to verify the decomposability of the invariant set W, we need to
know the nature of the equilibrium W; and the limit cycle Wy = I". This infor-
mation can be obtained by analyzing the Lyapunov stability of the unperturbed
system (8).

3.1 Stability of the autonomous Brockett oscillator

Since, W is invariant for the trajectories of (9), then the following proposition
provides the stability of the unforced Brockett oscillator with respect to W.

Proposition 12. For the unperturbed Brockett oscillator defined in (8) with
u = 0, the limit cycle I' is almost globally asymptotically stable and the origin
s unstable.

Proof. The instability of the origin of the unperturbed system (8) can be ver-
ified for a linearized version of the system. The eigenvalues of the linearized
system ;o = % (bi VA 4) have always positive real parts for any b > 0.
Alternatively, this fact can also be checked through LMI formulation which is
given in Remark 13.

To analyze the stability of the limit cycle Ws, let us consider the following
Lyapunov function:

U@) = 5 (le-1)%,

N |



which is zero on the set W, and positive otherwise. Evaluating the total deriva-
tive of U along the solutions of (8), we obtain:

U = (|z]* = 1) {2auxs — 2bz3 (|z> — 1)}

= —2bz3 (|z|* - 1)2 + 2auzs (Jz|* — 1)

2 2 a?
< —2bx3 (|2 —1)" + b3 (Jz* — 1)" + ?uz

2
< —bad (|z]* - 1)2 + %uz.

Then for u = 0 we have U < 0 and all trajectories are globally bounded. By
LaSalle’s invariance principle [37], all trajectories of the system converge to the
set where U = 0. Note that {z € M : U =0} =WoU{z € M : 25 = 0} and on
the line zo there is the only invariant solution at the origin (in W;), therefore
U =0 for all z € W, which contains all invariant solutions of the system. Since
the origin is unstable, it can be concluded that the limit cycle W, is almost

globally asymptotically stable. O

Remark 13. To check the instability of the origin in an alternative way, let
us consider a small closed ball B(p) with the radius p around the origin with
B (p) = {z € R? : |z|> < p}. Inside this ball, by imposing the parameter b = 1
without loosing generality, the unperturbed system of (8) can be written as the
following uncertain linear system:

0 1 -
= Ax, A= - ,p€|0,p], 10
] eena (10
where the matrix A € R?*? belongs to the domain D, defined as:

2
DAﬁ{A3A—61A1 +52A2,51752>0725¢—1} (11)

i=1

. 0 1 0 1 .

with A, = { 11 ] and Ay, = [ 1 —(p—1) } Then, by applying

Chetaev instability theorem [38], it can be concluded that the origin is unstable
if there exist P > 0,Q > 0 such that for i = 1,2

ATP+PA; = Q. (12)

The LMI (12) can be easily verified by using any standard solvers like Yalmip
[39].

In our case, let us select p = 0.2. With this value of p, we obtain the following
values for P and @,

p_ 21.4643 —6.8278 0= 6.1040 —1.3080
o * 17.8390 |’ * 7.8838

With these values of P and @, LMI (12) is satisfied. As a result, it can be
concluded that the origin is unstable.



3.2 Stability of the non-autonomous Brockett oscillator

In the previous section, we have proved the stability of the unperturbed system.
In this section, we will analyze the stability of the Brockett oscillator in the
presence of input. As it was shown in the previous section, the limit cycle I'
is almost globally asymptotically stable. So, any solution of the unperturbed
Brockett oscillator converges to I', except for the one initiated at 0, which is
unstable. So, it can be conclude that VW contains all a— and w—limit sets of
the unperturbed systems of (8) and it admits a decomposition without cycles.
Consequently the result of [20,21] can be applied for our case to show the robust
stability of the Brockett oscillator in (8) with respect to W

Proposition 14. The system (8) is ISS with respect to the set W.

Proof. To prove the ISS property, let us introduce two new variables y and h
as,

y(z) = |z> — 1, § = —2bady + 2azsu;

h(x) = (21 + 22)y, h = aly + 2z2(z1 + 22)]u
— (h — 222y + bxoy® + 2bx3h).

Next, let us consider the following Lyapunov function for the unperturbed sys-
tem of (8) for ¢,d > 0:

W(z) = % <h2(x) +e?(z) + ;dy4(:c)) . (13)

Notice that W (z) = 0 for all x € Wy and positive otherwise. Therefore, there
exist ag,as € Ko such that the first condition of Definition 8 is satisfied for
all x € M for the above function W (z). Evaluating the total derivative of W,
along the solutions of (8), we obtain

W = cyy+ hh+dy’y
= 2au[h(z3 + z122 + 0.5y) + 22y(c + dy?)]
—h? — 2bx3[h? + y*(c + dy?)] + haay(2 — by).

Next by applying Young’s inequality, we can derive the series of relations:

1 h?
2hxoy < §h2 + 22352, haoy? < o + bady?,

b
r2hu < 3 (4ah2 + ZuQ) ,
2

b a
hurizo < Eth% + EﬁUQ’ huy < T6a + 4ag/2u27

b a
2 < (22,2, % 2)
(c+ dy*)uzay < (c+ dy®) <2aw2y + 5yt >

10



By substituting these inequalities for ¢ = %, d = 2b and after simplification, we

obtain
. 1
W < —h*(=
< (8

2
+Z—2[2b|x|2 + 1067y + 3Ju?.

+ bw%) — z3y° (14 b*y?)

From the properties of the functions h and y we can substantiate that W is a
practical ISS Lyapunov function for (8). Consequently, using Theorem 9 it can
be concluded that the system (8) is ISS with respect to the set W from the
input u. O

Remark 15. Tt is straightforward to check that there exists a function o € K
such that for all x € M and u = 0 we have W < —a(|z|w). Thus W is a
global Lyapunov function establishing multistability of (8) with respect to W
for u = 0.

4  Synchronization of Brockett oscillators

The following family of Brockett oscillators is considered in this section for some
N > 1.

T1; = T4,
B9 = aju; — 15 — biw; (2> — 1) ,i =1, N, (14)

where a;,b; > 0 are the parameters of an individual oscillator, the state x; =
[71; w2;]T € M; = R?, the control u; € R (u; : Ry — R is locally essentially
bounded and measurable signal). Denote the common state vector of (5) as z =
[zF .. 20T e M= Hivzl M;, so M is the corresponding Riemannian manifold
of dimension n = 2N where the family (5) behaves and u = [u1, ..., uy]T € RY
is the common input. Through propositions 12 and 14, it has been shown that
each member of family (14) is robustly stable with respect to the set W; =
{z; € M; : |z;/* = 1} U {0}. Consequently, the family (14) is a robustly stable
nonlinear system. As a result, Assumption 1 is satisfied for the case of the
family of Brockett oscillators (14).

The synchronization problem is then to find a protocol u that makes the
family (14) synchronized. There are several works devoted to synchronization
and design of consensus protocols for such a family or oscillatory network [40—
42].

4.1 Problem statement

Let a C! function ¢ : M — RY, 1(0) = 0 be a synchronization measure for
(14). We say that the family (14) is synchronized (or reached the consensus) if

11



Y(x(t)) = 0 for all t > 0 on the solutions of the network under properly designed
control actions

ui(t) = @i [P((t))], (15)
where ¢; : R? — R is a C! function, ;(0) = 0. Due to the condition ¢;(0) = 0,
the convergence of ¢ (synchronization/consensus) implies that the solutions of
the interconnection belong to W = Hf\il W;. In this case the set A = {z €
W | () = 0} contains the synchronous solutions of the family in (15) and the
problem of synchronization of “natural” trajectories is considered since A C W.

In this work we deal with the following synchronization measure:

w = [¢17"'a¢N]T7

- (1172(1‘+1) - 5U2z‘)7 i=1,N-1
v = _ )
T21 — T2N, 1=N

From a graph theory point of view, the oscillators are connected through a V-
cycle graph [19] (each oscillator needs only the information of its next neighbor),
" -1 1 0 - 0
T21 0o -1 1 -
. . . . 1
1 -1

and any other connection type can be studied similarly. Moreover, the intercon-
nection matrix M has Metzler form since all off-diagonal elements are positive.
Next, let us define the synchronization error among the various states of the
oscillators as follows for ¢ = 1, N — 1:

€2i—1 = T1; — T1(i41), €2i—1 = T2i — L(i41) = €2

and eany_1 = 1N — Z11, €2N—1 = T2aN — T21 = ean. Thus,

’(/}i = —€ 1= 1) N7
N—-1
YN = Z €2
=1

and the quantity e = [e1, ea, ..., ean] = 0 implies that ¢ = 0 (the synchroniza-
tion state is reached). For y; = |7;/?> — 1 the error dynamics can be written in
the form:
€2i-1 = ez, i=1N, (16)
€2; = —€2i—1 + QiU — Qi1Ui+1 — biTaY;
+biv1mo3i+1)Yir1, 1 =1, N =1,
éan = —ean-1tanun —aiur —bNTaNyN
+b1z21Y1.

12



Since ean—j = Zfi}l egi—j for j =0, 1, then formally only N — 1 errors can be
considered in (16).

In order to design the controls we will consider in this work the following
Lyapunov function

N o o 1 2N )
Vie) = > TVt > el (17)
i=1 =1

where «a; > 0 are weighting parameters. Notice that V(z) = 0 for all z €
AN Hf\il Ws; and positive otherwise. Such a choice of Lyapunov function is
very natural for our goal since it has two items: the former one characterizes
stability of each oscillator, while the latter item evaluates synchronicity of the
network.

4.2 Preliminary results

In [35] for N = 2 and
u= ki, k>0, (18)

e.g. o(¢) = kv in (15), the following result has been proven using V(x):

Theorem 16. [35] The family of Brockett oscillators (14) with N = 2 is
synchronized by (18), i.e. the system is globally asymptotically stable with respect
to the set A.

It has been observed in numerical experiments that for N > 2 and

-1 1 o -+ 0 To
o -1 1 . Z22
u=k : (19)
1 T2(N-1)
1 -1 TL2N

the synchronization persists, but the proof cannot be extended to the case N > 2
since (17) is not a Lyapunov function in such a case.

Remark 17. To overcome this problem, based on the idea presented in [43], the
following modification to the control law (19) can be proposed:

u; = ki + bizoy;. (20)

Since the modified control law (20) compensates the nonlinear part of (14),
as a result the closed loop system becomes linear. In this case, it is trivial
to show that the closed loop system (14) and (20) is globally asymptotically
synchronized.

Theorem 16 guarantees global asymptotic stability of the synchronized be-
havior, but not the robustness. Note that the controls (19) and (20) are not

13



bounded, then it is impossible to apply the result of Proposition 14 to prove ro-
bust stability of W. Moreover, in many application areas, the control is bounded
due to actuator limitations [44]. With such a motivation, take a bounded ver-
sion of (15), then from propositions 10 and 14 convergence of all trajectories in
a vicinity of W immediately follows. If (15) is sufficiently bounded then any
accuracy of approaching W can be guaranteed, and the next result summarizes
the conditions of synchronization:

Corollary 18. Let the set A be compact, it contains all a— and w—Ilimit sets of
(14), (15), and it is decomposable for given bounded @;,i = 1, N, then the inter-
connection (14), (15) is synchronized, i.e. the system is globally asymptotically
stable with respect to the set A.

Proof. In the conditions of the corollary Assumption 2 is satisfied for (14), (15).
The proof follows from the result of Theorem 11 since Assumption 1 is satisfied
due to Proposition 14. O

If we assume that (15) contains an additional perturbation d € RY:
ui(t) = @i [Y(2(t) + di(t)], i =1, N,

which models the connection errors and coupling imperfections, then ISS prop-
erty with respect to the set A can be proven in the conditions of Corollary 18
(the result of Theorem 11).

4.3 Global synchronization control

Consider a variant of synchronization control in the following form:

-2 1 0 1 T21
1 -2 1 0 T22
u=k| 0 1 2 0 (21)
. . . 0 IQ(N_l)
| 0 1 -2 ToN
€2
€4
= kM : ,
€2N -2
€2N

where k£ > 0 is the coupling strength and

-1 0 0 1
1 -1 0 0

M- 0 1 -1 0
: 0

0 0 1 -1
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Obviously, the control (21) can be rewritten as (15):
u=—kM1.

With such a control each i*!oscillator is connected with two its neighbors, (i —
1)*" and (i + 1) oscillators, and the closed loop network (14), (21) is organized
again in the form of N-cycle graph [19]. Note that for N = 2 the control (21)
takes the form of (18).

Let us calculate the derivative of the Lyapunov function V' (z) for (14), (21)
(for indexes we will use convention in the calculations below that N +1 = 1):

N
Vo= Z[ai(—bﬂ%iyf + aizoiyiu;)
i=1
+e2i(aiu; — aip1uit1 — biz2iyi + bip1Za(ir1)Yit1)]
N
= Z[ai(aixziyi + e2i — e2i—2)u;
i=1
+bi(€e2i—2 — €2i) T2y — aibixﬁiy?]
N
= Z[ai(aixm’yi + e2; — 621'72)]47(621'72 - 621‘)
i=1
+b;(€2i—2 — €2;)T2y; — b3 y7]
N
= Z[{aiaik + bit(e2i—2 — €2i) T2y
i=1

—ka;(ezi—o — 621’)2 - aibixgiyiz]'

Select «; = kb—;i, then

N
vV o= Z bi[2(e2i—2 — €2i) T2y
i=1
—a; ' (e2im2 — €2;)” — x3;y;]
N
= - Z b; [a;o's(egl;g — 621‘) — a?'5x2iyi]2
i=1
< 0

Since V is positive definite with respect to the set x € AN vazl W;, which is
compact, then all trajectories in the system are globally bounded. By LaSalle’s
invariance principle all trajectories of the system converge to the largest invari-
ant set in

Q {zeM:V(z)=0}

= {z€M:ey_o— e =0Ty, i =1,N}.
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Note that u; = k(e2i—2 —e2;) = kaxo;y; = %xgiyi in the set €, then on that set
the control performs compensation of nonlinearity as (20) and asymptotically
the dynamics of synchronization errors take the form for ¢ = 1, N:

€21 = €24,
€2 = —€2i_1+ QiU — Qip1Uiq] — bix;ys
+bit1T2(i41)Yit1
= —egi1
and

. 2
Ui = —2b;25;y; +2a;29;u; = 0,

T = @2,

To; = —T;,

i.e. the norms |z;| and |(e2;—1,e2;)| become constant on 2. Therefore, the
following result has been proven:

Proposition 19. For any k > 0 in the system (14), (21) all trajectories are
bounded and converge to the largest invariant set in

Qo = {x€M: |z =const, e3;_, + e3; = const,
To(i—1) + Tagi+1) = (2 + a;(|os]* = 1))z,
i=T1,N}.

As we can conclude, the set ., includes the dynamics of interest with
synchronization at the unit circle (when |z;| =1 for all i = 1, N) or on a circle
(when |z;| # 0 for all ¢ = 1, N). Indeed, the relations

BiT2i = Ta(i—1) + Ta(it1) (22)

with constant 3; = (2+a;(|z;|?—1)), which satisfy in the set Q. for alli =1, N,
can be interpreted as a kind of synchronization, with another synchronization
measure (the previously introduced #(x(t)) may be non zero in general case).
Note that different, phase or anti-phase, patterns can be obtained in (14), (21)
depending on values of parameters. The case when |z;| = 0 for all i = 1, N
corresponds also to synchronization, but it is not interesting from application
point of view since there is no periodic solutions in this case.

Theorem 20. For any k > 0, if there is an index 1 < i < N such that 2a;k < b;,
then in the system (14), (21) all trajectories are bounded and almost all of them
converge to the largest invariant set in

Q. = {zxeM:|z;=const#0, e3,_, +e2;, = const,
Togi—1) + Tagipr) = (2 + iz > — 1))mas,
i=T,N}.
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Proof. Since all conditions of Proposition 19 are satisfied, then all trajectories
converge to the set . By substitution of the control (21) in the equations of
(14) we obtain:

T1; = T2,

B a;u; — x1; — bza; (|oi> — 1)

= aik(To(i—1) — 2T2; + To(i41)) — T1d
—biza; (Jzil” — 1)

= —x1; — (2a;k — b;)xe; + aik(m2(i71)

+Ta(i41)) — bimai|zi|?.

Linearizing this system around the origin (|z;| = 0 for all i = 1, N) we conclude
that this equilibrium is unstable if there exists at least one index 1 < i < N
with 2a;k < b;. Thus, for almost all initial conditions trajectories converge to a
subset of Q, where |z;| # 0, i.e. to the set Q. O

On the set Q. we have xo; = r;sin(t + ¢;) for all i = 1, N, where r; = |z;]
and ¢; € [0,27) are some constants depending on the system parameters and
initial conditions, then from (22)

(24 ai(r? — D))rsin(t +¢;) = ri_ysin(t+ ¢;_1)
Frip1sint + dit1)

and

2+ ai(r} = 1)ri = \/’“571 + 77y + 2ricirivr cos(giv1 — dio1),
Tit1 8in(Pit1 — Pi—1) )

Ti—1 + Tit1 CoS(iy1 — Pi—1)

¢; = ¢i—1 + arctan (

providing expressions of possible relations of phases and amplitudes of oscillation
for neighboring agents in (14), (21).

5 Examples and simulations

To illustrate the theoretical results, we will consider both identical and non
identical Brockett oscillators. First, let us choose 4 non-identical Brockett os-
cillators (14) with parameters k = 0.5, a; = b; =4, i = 1,3, ay = 3, by = 4.
For the case of identical oscillators, let us the choose the parameters k = 0.5,
a; = 0.5, b; = 1, i = 1,4. The chosen parameters respect the condition of
Theorem 20. For both cases, let us consider the control (21). Then the system
(14) synchronizes (in/anti-phase) and converges to the set 2., (which includes
unit circle) according to Theorem 20.

The simulation result for non-identical oscillators can be seen in Fig. 1,
while Fig. 2 shows the simulation result for the case of identical oscillators.
From the simulation result, in-phase synchronization is present for non-identical
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Evolution of oscillators states

Synchronization error
T

2 I I I I
0 5 10 15 20 25 30

Time (in sec.)

Figure 1: Synchronization result with control (21) for the case of non-identical
oscillators. In the top figure, Solid line - z5, dashed line - 2

Evolution of Xy i=1,2,3,4

Evolution of - i=1,2,3,4

2 T T

“o 5 10 15 20 25 30
Time (in sec.)

Figure 2: Synchronization result with control (21) for the case of identical os-
cillators

oscillators while anti-phase synchronization is present for identical oscillators.
In the case of in-phase synchronization, oscillators converge to the unit circle.
However, for anti-phase synchronization, the oscillators converge to a circle
which is in /. In this case, the radius of the circle depends on the system
parameters and initial conditions.

Moreover, adding a small perturbation in the case of identical oscillators
leads to in-phase synchronization (difference in parameters for non-identical
oscillators can be considered as a perturbation also). Thus, in this example
synchronization is a phenomenon, which follows the agents imperfections rather
than similarity.
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6 Conclusions

This technical report studied the problem of global robust synchronization of
non-identical Brockett oscillators. To this end, global stability and ISS analysis
were done for an individual oscillator (with respect to the set W composed by
the equilibrium at the origin and the limit cycle at the unit sphere). These
results make Brockett oscillator a promising benchmark model for the investi-
gation of synchronization and consensus phenomena. Next, two synchroniza-
tion control strategies were proposed. The first one imposes restriction on the
synchronization control amplitude and uses generic ISS arguments. The second
synchronization control design is based on a special Lyapunov function proposed
in this work, and it allows the kind of synchronous motions to be evaluated. Nu-
merical simulations demonstrated the effectiveness of our method by applying
it to a network of non-identical Brockett oscillators.
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