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Abstract. The identification of meaningful groups of proteins has always been 
a principal goal in structural and functional genomics. A successful protein 
clustering can lead to significant insight, both in the evolutionary history of the 
respective molecules and in the identification of potential functions and interac-
tions of novel sequences. In this work we propose a novel metric for distance 
evaluation, when applied to protein homology data. The metric is based on a 
matrix manipulation approach, defining the homology matrix as a form of block 
diagonal matrix. A first exploratory implementation of the overall process is 
shown to produce interesting results when using a well explored reference set of 
genomes. Near future steps include a thorough theoretical validation and com-
parison against similar approaches. 

1 Introduction 

In the era of Big Data, the quest for identifying hidden patterns and relationships is 
becoming an ever increasingly demanding objective, but at the same time, an impera-
tive goal for most researchers. This situation holds particularly true in the fields of 
structural and functional genomics, where the need to assign potential functions and 
interactions to a rapidly expanding number of novel protein sequences is increasingly 
evident [1] [2]. There exist several algorithms in literature that address the issue of 
protein data clustering, ranging from generally applicable approaches [3] [4] [5], to 
highly specialized algorithms tailored for specific studies (i.e. studies focused on par-
ticular species [6], sets of genomes [7] or groups of molecules [8]). 

A common concept in the vast majority of the clustering algorithms is “protein 
homology”, i.e. the inherent degree of similarity that is assigned to a pair of protein 
sequences after application of a pair-wise comparison algorithm such as BLAST [9]. 
This similarity metric is consequently used to define new measures of distance, in 



order to produce the necessary data partitioning, and therefore, insight into the intrin-
sic organization of the data involved. 

A second key issue in any given clustering algorithm is the number of partitions 
created. As is often the case with big data, the actual number of “correct” and mean-
ingful clusters is either unknown or hard to evaluate. Therefore there are two main 
approaches towards this issue; either approximate the number of clusters through 
external algorithms or parameters (such as in the case of k-means), or allow the clus-
tering algorithm to construct an arbitrary number of clusters, based on its inner design 
(such as in the case of the popular MCL algorithm [3]). 

In this work we propose a new algorithm, where the distance metric and an esti-
mate of the clusters to be constructed is directly interpreted from the protein homolo-
gy data. The rest of the paper is organized as follows: first we define the key concepts 
and techniques used within the context of the clustering process. The next section 
outlines the proposed algorithm and formally defines the metrics used. We conclude 
with the application of the novel metric on a well studied set of target genomes. 

2 Problem Outline and Definitions 

Attempting to formally define the protein clustering problem, we first need to pro-
vide the definitions of the concepts involved. 

Given a set of  protein sequences, the homology matrix, a key concept in any pro-
tein clustering algorithm, can be defined as an  ൈ  :as follows ࡴ matrix 
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where ,ࢎ is the expect value of the pair-wise sequence comparison of protein se-
quence  and , using the BLAST algorithm. The expect-value, or e-value, is defined 
as the number of hits (correct alignments) expected to emerge by chance when search-
ing a database of a certain size. At this point it is important to note that matrix ࡴ is 
square but not necessarily symmetrical, i.e. ݄, ് ݄,. 

A second key aspect of the homology matrix is that it is inherently sparse, i.e 
หሼ݄, ് 0, ∀݅, ݆ሽห ≪ หሼ݄, ൌ 0, ∀݅, ݆ሽห . This qualitative characteristic is quantified 
through the sparsity metric of the matrix, defined as: 
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A third aspect of a homology matrix emerges when protein sequences across  ge-
nomes (where   1) are included in the data set. The sparsity pattern of the matrix ࡴ 
reveals a structure reminiscent of a block diagonal matrix. By definition, a block di-
agonal matrix is a square diagonal matrix in which the diagonal elements are square 
matrices of any size (possibly even 1 ൈ 1), and the off-diagonal elements are zero 
matrices, i.e.: 
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൪	 where each ܣ is a square matrix (3) 

 
However, the formal definition of a block diagonal matrix differs with regard to the 

case of a homology matrix produced from sequences across  genomes. The differ-
ence lies in the fact that the off-diagonal elements are not zero, but exhibit significant-
ly higher sparsity percentage ࢙ compared to the diagonal elements. 

With the above definitions, the problem we are attempting to address can be for-
mally defined as follows: given a homology matrix ࡴ, define an appropriate distance 
metric  applied directly on ࡴ, which will be consequently used within an agglomer-
ative clustering process in order to produce a segmentation of ࡴ based on the ݄, 
values. 

3 Methods 

The algorithm comprises three distinct stages. The first pre-processing stage trans-
forms the pair-wise comparison data into a full homology matrix. This is a necessary 
step as the standard output of the BLAST algorithm cannot be readily used in matrix 
manipulations, mainly due to the missing values and the scoring system employed. 
The second stage uses the constructed matrix in order to identify the target number of 
clusters. Finally, the proposed distance metric is applied through a standard agglom-
erative clustering process. 

At this point it must be noted that the proposed method does not aim to replace the 
BLAST algorithm or to provide similar functionality. Instead, by directly utilizing the 
output of BLAST, we aim to construct a singular analysis method that evaluates this 
information in the form of clusters. 

3.1 Pre-processing stage 

The pair-wise alignment algorithm BLAST, employs a scoring system based on the 
expect value (e-value). Therefore, by definition, given two sequences ݍ݁ݏ and ݍ݁ݏ, 
the respective e-value would be: 

 



݁, ൌ ቐ
missing value   ,	when	ݍ݁ݏ cannot be aligned with ݍ݁ݏ

ܽ  0											,	when there exist a valid alignment
									0																,	when the two sequences are identical

 (4) 

 
In order to produce the homology matrix ࡴ , we apply the following transfor-

mation: 
 

݄, ൌ ቐ
																							0																,	when	݁, ൌ ܰܽܰ

							െ logଵሺ݁,ሻ				,	when	݁,  0
large constant c     , when ݁, ൌ 0

 (5) 

 
This linear transformation in essence changes only the range of values that appear 

in matrix ࡴ without affecting the attributes and characteristics of the data involved. 
With regard to the large constant, in our case we have set ࢉ ൌ 1000, but any suffi-
ciently large number can be used 

3.2 Cluster number estimation 

As stated earlier, one of the key issues in data clustering is the definition of the 
number of clusters to be produced. In our case, this number is estimated directly from 
the characteristics of the homology matrix ࡴ. 

In linear algebra terms, the use of a block matrix corresponds to having a linear 
mapping thought of in terms of corresponding sets of basis vectors. This can be fur-
ther viewed as having separate direct sum decompositions of both the domain and the 
range of the matrix. By completeness purposes, for any arbitrary matrices ܣൈ and 
 :ൈ, the direct sum of A and B is denoted by A  B and defined asܤ
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Given the fact that the matrix ࡴ is square, we can also interpret the mappings as an 

endomorphism of an n-dimensional space V, i.e. a linear map such as ƒ: V → V. In 
that regard, the block structure is of importance as it corresponds to having a single 
direct sum decomposition on V. 

However, we must take under consideration the fact that the homology matrix ࡴ is 
an approximation of a block diagonal matrix. In order to evaluate the potential num-



ber of blocks existent within ࡴ, we employ the ߣ eigenvalues of the matrix as the 
functional characteristic degree for the final segmentation. 

3.3 Distance metric 

The final stage in the clustering process requires the definition of an adequate dis-
tance metric. There are two key points that should be taken under consideration: 

─ Both dimensions of the homology matrix directly correspond to an ordered list of 
protein sequences. For the purposes of this work, the ordering of the protein se-
quences is based on the relative position of the respective genes on the genome 
chromosome. 

─ As can be also surmised from Equation (5), the distribution of values of matrix ࡴ 
is heavily biased on two ends, corresponding to the two cases of protein sequence 
alignment; no similarity (hence the sparsity of matrix) and complete identity. 

Therefore, special care has be taken to include those attributes into the proposed 
metric, as seen in the equation below: 
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where ܿଵ ൌ
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The metric clearly defines four distinct states in the homology matrix ࡴ: 

1. closely located genes within the same range of similarity. In this case, as the genes 
are expected to be linked at some level, the distance takes into account only the 
homology values but with a bias towards smaller distance. 

2. closely located genes with significant difference in homology. In this case, the re-
spective genes are expected to belong to different functional groups, and therefore 
the distance is biased towards larger values. 

3. distant genes within the same range of similarity. This is a very interesting case, as 
it should contain genes across different species that exhibit a high level of similari-
ty.  

4. distant genes with significant difference in homology. This is the most distant case 
of gene similarity, therefore the maximum distance is assigned. 



The function shown in Equation (7) is used in the clustering process in order to 
produce the distance matrix and, consequently, the required clusters. 

4 Results 

In order to evaluate the effectiveness of the proposed metric, we employed a well-
studied group containing the following five genomes ([10], [11]): 

 
1. Mycoplasma genitalium, G-37 [12] (Bacteria; Firmicutes; Mollicutes; 

Mycoplasmatales) 479 genes, COGENT code: MGEN-G37-01. 
2. Ureaplasma urealyticum, serovar 3 [13] (Bacteria; Firmicutes; 

Mollicutes; Mycoplasmatales) 613 genes, COGENT code: UURE-SV3-
01. 

3. Streptococcus pyogenes M1, SF370 [14] (Bacteria; Firmicutes; Bacilli; 
Lactobacillales) 1696 genes, COGENT code: SPYO-SF3-01. 

4. Buchnera aphidicola, SG [15] (Bacteria; Proteobacteria; Gamma-
proteobacteria; Enterobacteriales) 545 genes, COGENT code: BAPH-
XSG-01. 

5. Nanoarchaeum equitans, Kin4-M [16] (Archaea; Nanoarchaeota) 563 
genes, COGENT code: NEQU-N4M-01. 

 
The phylogenetic relationships of the species is represented by the dendrogram in 

Fig. 1.  
 

 

Fig. 1. Simplified dendrogram of the five species in the input dataset. The COGENT codes are 
used for genome representation. 

In order to produce the initial matrix containing the expect value of the sequence 
similarities, we employed the BLAST algorithm with the default parameters. The 
homology matrix ࡴ  is produced directly from the e-values, through the pre-
processing step (Equation 5, where ࢉ ൌ 1000). A visual representation of the final 
matrix is shown in Fig. 2 below. 



It must be noted that Fig. 2 showcases only the sparsity of the homology matrix, 
and does not take into account the actual values of the non zero elements. However, 
even this simplified representation is sufficient to evaluate the patterns that emerge 
from the genome-wide sequence comparison. 

 

 

Fig. 2. Visual representation of the homology matrix. A non-zero value is denoted with a blue 
dot, whereas a zero value is denoted with a white dot. The purple lines show the limits of the 

five species in the dataset (same on both axes). 

 
It is also critical to evaluate the initial assumption of the similarity between the 

homology matrix and a block diagonal matrix. To this end, Fig. 3 shows the sparsity 
value of the sub-matrices, using Equation (2) for the metric evaluation. 
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Fig. 3. Sparsity value of the homology matrix. Each sub-matrix corresponds to a pair of ge-
nomes. 

Before applying the distance metric for the clustering process, we calculate the ei-
genvalues of the input matrix in order to set the number of clusters to be produced. 
Finally, inserting the proposed distance metric into the clustering process, we can 
produce a clustering of the protein sequences as shown in the following figures (Fig. 
4. and Fig. 5.). 

 

  
[a] [b] 

Fig. 4. Clustering of the homology matrix across the three dimensions, where x and y corre-
spond to the ordered protein sequences and z corresponds to the homology value of the respec-
tive sequence comparison. [a] shows the clustering on the two dimensions (i.e. ignoring the z 

axis) and [b] shows the clustering on all three dimensions. 
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Fig. 5. Visualization of the six clusters the comprise Fig. 4 employing the same color coding. It 
is evident that there is significant segmentation of the data points, both regarding the homology 

value and the different species the sequences belong to. 

There are mainly two observations that can be made from the produced clusters; (i) 
the proposed distance metric allows for the discrimination of the different levels of 
homology, and (ii) the differentiation of the pair-wise genome comparisons (i.e. the 
different “cells” of the matrix) is not following closely the expected relationships. 

Regarding the first observation, we can further infer from the results that there ex-
ist three distinct clusters containing the low value homology scores (green, yellow and 
cyan clusters), two correspond only to the high level similarity (red and magenta), and 
only one (blue cluster) that is constrained within a specific area of mid-level similari-
ty. Specifically, this area corresponds to the two genome comparisons; Streptococcus 
pyogenes (SPYO) – Mycoplasma genitalium (MGEN) and Streptococcus pyogenes 
(SPYO) – Buchnera aphidicola (BAPH). 

5 Discussion 

In this work we propose an alternate distance metric for clustering protein se-
quences through a direct application on the corresponding homology matrix. Both the 
metric and the underlying concepts are based on the assumption that a homology ma-
trix can be interpreted as a block diagonal matrix. This assumption is further explored 
and exploited through the estimate of the expected clusters and the definition of the 
distance metric. 

We have provided some preliminary results by applying the proposed method in 
order to cluster data from a well-studied set of protein sequences. Although the results 
are very encouraging, by showing significant differentiation of the various levels 
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evident within the homology matrix, it is still a work in progress, requiring rigorous 
testing and validation. To this end, future work includes extensive comparison of the 
proposed method against similar algorithms, both from within the Machine Learning 
community and the Bioinformatics community. 

Finally, an equally important issue to be explored is the scalability of the imple-
mented algorithm. The problem of efficient and meaningful clustering of protein data 
is an open research issue which promises to become a key issue in next generation 
sequencing data analysis. 
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