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Abstract. During last decades, bioinformatics has proven to be an
emerging field of research leading to the development of a wide variety
of applications. The primary goal of bioinformatics is to detect useful
knowledge hidden under large volumes biological and biomedical data,
gain a greater insight into their relationships and, therefore, enhance the
discovery and the comprehension of biological processes. To achieve this,
a great number of text mining techniques have been developed that ef-
ficiently manage and disclose meaningful patterns and correlations from
biological and biomedical data repositories. However, as the volume of
data grows rapidly these techniques cannot cope with the computational
burden that is produced since they apply only in centralized environ-
ments. Consequently, a turn into distributed and parallel solutions is
indispensable. In the context of this work, we propose an efficient and
scalable solution, in the MapReduce framework, for mining and analyz-
ing biological and biomedical data.
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1 Introduction

The term data mining [9] refers to the process of data analysis to identify in-
teresting and useful information and knowledge from huge collections of data.
From a more general and more intuitive aspect, data mining is a research field
in computer science that employs a wide diversity of well-established statisti-
cal and machine learning techniques, such as neural networks, to derive hidden
correlations, patterns and trends from large datasets. Bioinformatics, is a promi-
nent domain, among several others, where the existing data mining algorithms
are applicable and enhance the process of knowledge discovery. Especially, as



the volume of biological and biomedical data accumulated in large repositories
continues to expand at exponential rates, data mining techniques are of critical
importance in extracting knowledge efficiently from such datasets. Adding the
need to manage heterogeneous data, that in the vast majority are unstructured
biomedical text documents (Biomedical Text Mining [1]), and automate the ex-
ploration procedure of them, it is easy to understand why data mining plays a
fundamental role in bionformatics domain [22].

Despite how efficient a data mining technique might be, as the volume of
data collections continues to expand at some point it will be impractical to use
due to limits in resources posed by the centralized environment where the al-
gorithm is executed. Typical Biomedical Text Mining tasks include automatic
extraction of protein-protein interactions, named entity recognition, text classi-
fication and terminology extract. Consider PubMed4, which is the most widely
used biomedical bibliographic text base with millions of records and grows by
a rate of 40,000 publications per month. To perform such tasks in an enormous
corpus like PubMed is unthinkable. Most existing methods in literature [4, 5, 10,
11, 15, 16] apply to a few hundreds or thousands of records. As a result, high
scalable implementations are required. Cloud computing technologies provide
tools and infrastructure to create such solutions and manage the input data in
a distributed way among multiple servers. The most popular and notably effi-
cient tool is the MapReduce [6] programming model, developed by Google, for
processing large scale data.

The method proposed in the context of this work, is under development and
is an extension of the work in [13] which proposes an automatic and efficient clus-
tering approach that performs well on multiple types of biological and biomedi-
cal data. In [13], two mining tools were developed, Bio Search Engine which is a
text mining tool working with biomedical literature acquired from PubMed and
Genome-Based Population Clustering tool which extracts knowledge from data
acquired from FINDbase [8, 20, 21]. FINDbase5 is an online resource document-
ing frequencies of pathogenic genetic variations leading to inherited disorders in
various populations worldwide. In this paper, we take the data mining technique
proposed in [13] one step further and adapt it to the needs of big data analysis.
We propose a novel and effective data mining technique for extracting valuable
knowledge from biological and biomedical data in the cloud. We focus only on
Biomedical Text Mining, since the size of PubMed is adequately big and fit the
needs of MapReduce model in contrary to the size of existing genetic and mu-
tation databases (like FINDbase). Our approach uses Hadoop [18, 23], the open
source MapReduce implementation, and Mahout [19] which is a scalable machine
learning library built on top of Hadoop.

The remainder of the paper is organized as follows: Section 2 discusses related
work, Section 3 provides a full analysis of the algorithm and proceeds into a
detail examination of all of its steps and finally Section 4 concludes the paper
and presents future steps.

4 http://www.ncbi.nlm.nih.gov/pubmed/
5 http://www.findbase.org



2 Related Work

2.1 Biomedical Text Mining

Biomedical Text Mining or BioNLP is the field of research that deals with the
automatic processing, retrieval and analysis of scientific texts and more gener-
ally literature from the biomedical domain by applying text mining techniques
aimed at uncovering previously unknown knowledge. Currently, there has been
significant research advances in the area of biomedical text mining, including
named entity recognition, text classification, terminology extraction, relation-
ship extraction and hypothesis generation [4].

Text Document clustering, unlike text document classification, is an unsu-
pervised learning process that does not depend on prior knowledge or domain
expertise. In particular, document clustering is the task where similar documents
are grouped into clusters. Existing biomedical text mining systems that clus-
ter results into topics [15] include GOPubMed6, ClusterMed7 and XplorMed8.
GOPubMed uses both Medical Subject Headings (MeSH) terms and Gene On-
tology (GO) in order to organize the search results and, thus, to enhance the
user navigation and the search possibilities. It is also capable of sorting results
into four categories: ”what”, ”who”, ”where” and ”when”. Another prominent
example is ClusterMed that also employs clustering in six different ways: i) Ti-
tle, Abstract and MeSH terms, ii) Title and Abstract, iii) MeSH terms only,
iv) Author names, v) Affiliations, vi) Date of publication. XplorMed organizes
results by MeSH categories, extracts topic keywords and their co-occurrences
and furthermore it provides an interactive navigation through abstracts. For a
comprehensive survey of such biomedical text mining systems along with their
various characteristics and features, one can consult [4, 5, 15, 16].

It should be noted that besides clustering, there are a handful of other fruitful
techniques that have been applied to mine biological text data, that either devi-
ate apart from the bag-of-words model and the tf-idf representation or employ
other learning techniques different from clustering. From these approaches, worth
to be mentioned are approaches based on the incorporation of semantic infor-
mation and ontologies in order to correctly disambiguate the meaning of various
terms. We could also refer to the employment of second order n-gram Markov
models, probabilistic suffix analysis, and named entity recognition. Furthermore
special mentioning deserves automatic term recognition techniques, that recog-
nize domain concepts and using automatic term restructuring technique permit
the text content organization into knowledge structures (terminologies). More
details for these techniques can be found in [1].

2.2 Hadoop and MapReduce Framework

In the context of this work, we focus on the use of Hadoop which is an open source
framework for managing large-scale data and running computationally heavy

6 http://www.gopubmed.org/web/gopubmed/
7 http://clustermed.info/
8 http://www.ogic.ca/projects/xplormed/



tasks in a parallel and distributed manner. Hadoop follows MapReduce principles
and is designed to scale up from single servers to thousands of machines, each
offering local computation and storage. Here we describe in more details how it
works.

A task performing a specific computation in Hadoop is called MapReduce job.
The input data for each job is split and distributed among the nodes consisting
the cluster and then is processed by a number of tasks executed on these nodes.
The categories in which these tasks belong are defined as Map and Reduce. Each
Map task receives input data and processes them by calling a user-defined Map
function which outputs a set of intermediate key-value pairs. After that, a Shuffle
process groups all intermediate values associated with the same key I and each
group is assigned to the corresponding Reduce task. Each Reduce task also calls
a user-defined Reduce function which accepts an intermediate key I and a set of
values for that key and outputs the final set of key-value pairs. The intermediate
values are supplied to the Reduce function via an iterator in order for the system
to handle lists of values that are too large to fit in memory. Using the MapReduce
programming model, the user does not have to worry about how the program is
executed over the cluster or designing fault tolerance protocols in case a node
fails. The system handles these issues itself thus allowing the user to focus on
his own problem exclusively.

Mahout is a scalable machine learning library that consists of a set of data
mining algorithms (e.g. k-means clustering, naive Bayes classifier etc.) imple-
mented in the Hadoop MapReduce framework.

3 The Proposed Mining Algorithm

In the following subsections, we present in detail the steps of the proposed data
mining technique. The solution consists of a combination of MapReduce jobs that
run either on the Hadoop or Mahout framework. The basic steps of the algorithm
are: 1) Preprocessing of the data collection in order to represent them in a more
processable structure, 2) Latent Semantic Indexing and 3) Coarse Clustering in
an attempt to generate an initial partition of data, 4) Agglomerative Hierarchical
Clustering [17] in order to reduce the number of the initial clusters (in case that
the number is relatively large) and 5) spherical k-means algorithm [7, 14] in order
to enhance the quality of the proposed clustering. Each of the aforementioned
steps is a MapReduce job (or a series of MapReduce jobs) and the output of
each MapReduce job feeds the input of the next job in the sequence. Note that
we combine hierarchical and non-hierarchical clustering techniques to improve
the efficiency and accuracy of clustering [3, 24]. An overview of the algorithmic
process is depicted in Figure 1.

3.1 Preprocessing the Data Collection

Data preprocessing is an essential step in the data mining process that includes
feature selection and representation of data. The data elements have to be trans-
formed into a representation suitable for computational use. For this purpose,



Fig. 1. Overview of MapReduce Clustering Algorithm

we display a method for preprocessing the corpus of PubMed which constitutes
the input dataset of our mining method.

The bag-of-words model is the most widely used document representation
adopted in the text clustering algorithms. According to the principles of this
model, each document is represented as a sequence of terms/words. Initially, we
parse each document and distinguish the lexical units (tokens) that constitute
it. After this, we proceed two kinds of feature reduction. At first, we remove the
stopwords. A stopword is defined as a term which is not thought to convey any
meaning as a dimension of vector space. Typically, a compilation of stopwords
consists of very common words such as articles, preposition etc. By removing
them, we achieve a reduction in the dimensionality of the index by 20-30%. The
second step involves Part-Of-Speech Tagging (POS Tagging) and lemmatization.
POS Tagging is the process of assigning a particular part of speech (e.g. noun,
verb, adjective, etc.) to each term of a document while lemmatization is the
process of reducing the words to their basic form (lemma). Consequently, we
end up with the unique lemmas of noun words of all documents. To put through
the POS Tagging process we use the GENIA Tagger9 which is specifically tuned
for biomedical texts.

Subsequently, according to the vector space model [2], each document is
represented as a vector of m dimensions, where m is the number of unique
lemmas. For each document, we measure the significance of each lemma in its
content using the TF-IDF (Term Frequency - Inverse Document Frequency)
scheme. The term frequency is simply the number of times a lemma appears
in a document, whereas the inverse document frequency is a measure obtained
by dividing the total number of documents by the number of the documents
containing the term. So, more formally, we define TF−IDF (t, d,D) = TF (t, d) ·
IDF (t,D), where IDF (t,D) = log

(
|D|

|{d∈D:t∈d}|

)
. Consequently, lemmas that

appear frequently in a document but have low document frequency in the whole
data collection are given a high value in the TF-IDF scheme.

9 http://www.nactem.ac.uk/tsujii/GENIA/tagger/



In order to preprocess the data in the way we described, we developed a
MapReduce Job. The Map function takes as input the data collection of PubMed,
proceeds to POS Tagging of the terms and extracts the lemmas of noun words.
For each lemma, it outputs a key-value pair in the form <lemma, d, 1>, where
lemma is the key and the value composes of number 1 and the name of document
that contains the lemma. The Reduce function retrieves the unique lemmas and
calculates the TF-IDF value for each document they belong. Next, it outputs
key-value pairs in the format <lemma, tfidf, d>, where lemma is the key and
the value composes of the TF-IDF weight and the name of the document that
is binded with the lemma and the TF-IDF value. The overall outcome of this
job is a term-document matrix A of dimension m × n, where m is the number
of unique lemmas and n is the number of documents.

3.2 Latent Semantic Indexing

Latent Semantic Indexing (LSI) [2] is a prominent indexing and retrieval method
for extracting hidden relationships between terms and concepts contained in
large, unstructured collections of documents. The main idea of the method is
the projection of document vectors in a new low-dimensional space through the
Singular Value Decomposition (SVD) of the term-document matrix A. This can
significantly reduce the number of computations needed in the next steps of our
data mining algorithm.

The Singular Value Decomposition of an m×n matrix A of rank r expresses A
as a product of three simpler matrices, A = USV T where S = diag(σ1, ..., σr) is a
diagonal matrix containing the set of singular values, U = (u1, ..., ur) is an m×r
matrix whose columns are orthonormal and V = (v1, ..., vr) is an n × r matrix
which is also column-orthonormal. LSI omits all but the k largest singular values
in the above decomposition, for some appropriate k which will be the dimension
of the low-dimensional space referred to in the description above. It should be
small enough to enable fast retrieval and large enough to adequately capture the
structure of the corpus. Consequently, after SVD and dimension reduction, a
matrix Ak = UkSkV

T
k is created, where Sk = diag(σ1, ..., σk), Uk = (u1, ..., uk)

and Vk = (v1, ..., vk).
To this end, we utilize the Singular Value Decomposition algorithm imple-

mented in Mahout. More specifically, Mahout implements a version of Lanczos
algorithm10 as a series of MapReduce jobs. We provide as input to the algorithm
the matrix A, the number of row and columns and the rank of the output matrix
and it produces the Vk and Sk matrices, needed for the next step of our solution.

3.3 Coarse (initial) Clustering

Fuzzy Clustering [12] has been widely used in the area of information retrieval
and data mining. In traditional Fuzzy Clustering Methods, data elements can
belong to more than one clusters, and each data element is associated to every

10 http://en.wikipedia.org/wiki/Lanczos algorithm



cluster based on a membership function, that differentiates on the specific cluster.
In our approach, we interpret the results of the LSI transformation of the initial
matrix A as a form of fuzzy clustering and then we transform the fuzzy clustering
to a hard-crisp clustering by assigning each document to exactly one cluster, the
cluster where the document has the highest degree of participation. In this way,
we produce an initial rough clustering of documents. Later these initial clusters
are going to be reduced (Agglomerative Hierarchical Clustering) and furthermore
re-organized (spherical k-means algorithm) in order to enhance their quality.

In particular, we rely on the n × k matrix VkSk, produced by SVD in the
previous step, and consider its k columns as a set of k clusters and the n rows
as documents. Each value in position (i, j) of VkSk defines the document’s i
degree of participation to the cluster j. This fuzzy clustering is transformed to
a crisp clustering by assigning each document to exactly one cluster, where the
document has the highest degree of participation according to the values of the
VkSk.

To perform the fuzzy clustering we run the respective algorithm implemented
in the Mahout framework. The algorithm works as follows:

– Each document is assigned to the cluster where it has the highest degree of
participation according to the membership values of VkSk.

– Each initial cluster is represented by a central vector c [17], called centroid,
where c = 1

|S|
∑

x∈S x.

More specifically, the Map function reads the probability membership val-
ues of documents and assigns them to the corresponding cluster. The records
produced by the Map function are key-value pairs where the key is a cluster
identifier and the value is a vector that represents a row of the matrix A. The
Reduce function receives all the key-value pairs from the map task and produces
a centroid for each cluster. The key of the output record is a cluster identifier
and the value is the centroid of the cluster.

3.4 Hierarchical clustering

Hierarchical Clustering [17] is a widely used data analysis method for identifying
relatively homogenous clusters of experimental data items based on selected
measured characteristics. Commonly, hierarchical clustering techniques generate
a set of nested clusters, with a single all-inclusive cluster at the top and single
point clusters at the bottom. The result of a hierarchical clustering algorithm
can be graphically displayed as tree, called a dendrogram.

Hierarchical clustering algorithms can be divided into two basic approaches:
agglomerative (merging) and divisive (splitting). In the context of this work,
we adopt the agglomerative approach in an attempt to reduce the number of
initial clusters, and develop an iterative algorithm in the Hadoop framework. The
agglomerative approach is a bottom-up clustering method that starts with all the
data elements as individual clusters and at each step it merges the most similar
or closest pair of clusters, based on a cluster similarity or distance measure. The



steps are repeated until the desired number of clusters is obtained according to
a user defined parameter.

The algorithm consists of an iterative step with two phases. Phase 1 computes
similarity between the clusters and phase 2 merges the two most similar clusters.
The process repeats until the above prerequisite is fulfilled. The agglomerative
approach attempts to shrink the number of initial clusters produced by LSI
and fuzzy clustering since the produced number of clusters is equal to the LSI
dimension which is generally high. At each step, the algorithm merges the most
similar pair of clusters based on the UPGMA (Unweighted Pair Group Method
with Arithmetic Mean) scheme:

similarity(cluster1, cluster2) =

∑
x∈cluster1,y∈cluster2 cos(x, y)

size(cluster1) · size(cluster2)

3.5 Spherical k-means Algorithm

The k-means algorithm is an efficient and well known method for clustering large
portions of data. Typically, the k-means algorithm determines the distance (sim-
ilarity) between a data element in a cluster and its cluster centroid by using the
squared Euclidean distance measure. The spherical k-means algorithm [14] is a
variant of the original method that uses the cosine similarity as distance measure
and achieves better results on high-dimensional data such as text documents.
Note however that the above mentioned algorithm is significantly sensitive to
the initialization procedure meaning that its clustering performance depends
heavily on the initial selection of cluster centroids. As a consequence, this se-
lection constitutes a task of crucial importance. In an attempt to overcome this
issue and with the goal of enhancing the achieved performance, we initialize the
spherical k-means algorithm with the cluster centroids obtained by the previous
steps of the proposed technique. Furthermore, the motivation for applying the
spherical k-means as the final step of our clustering approach, is to enhance the
quality and the precision of the clustering produced by the previous steps of the
proposed technique.

More specifically, we utilize a MapReduce version of a refinement algorithm
[14] that uses local search in order to refine the clusters generated by spherical
k-means. The algorithm alternates between two steps (a) first variation and
(b) spherical k-means. The first step moves a single data element from one
cluster to another increasing in this way the value of the objective function
of the clustering. A sequence of first variation moves allows an escape from
a local maximum, so that fresh iterations of spherical k-means (in the second
step) can further increase the objective function value. The k-means algorithm
is implemented in the Mahout framework and we provide the cosine similarity
as input parameter, in order for the method to behave similar to the spherical
k-means approach.



4 Conclusions and Future Work

In this paper, we present a novel data mining algorithm for clustering biolog-
ical and biomedical data in the cloud. The method constitutes of a series of
steps/algorithms and is currently under development. We utilize the Hadoop and
Mahout frameworks to implement existing centralized data mining algorithms
that fit the MapReduce programming model. In the near future, we intend to
finish the implementation of our approach and run extensive experiments using
the enormous data repository of PubMed. We want to compare the efficiency
of our method with existing centralized methods and measure the gain we earn
using parallel and distributed solutions instead of centralized ones. Moreover,
we plan to explore more existing data mining techniques and create respective
MapReduce versions of them to experiment with.
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