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Well-posedness for mean-field evolutions arising in superconductivity

Mitia Duerinckx

We establish the existence of a global solution to a family of equations, which are obtained in certain regimes
in [19] as the mean-field evolution of the supercurrent density in a (2D section of a) type-II superconductor with
pinning and with imposed electric current. We also consider general vortex-sheet initial data, and investigate the
uniqueness and regularity properties of the solution.

1 Introduction

We study the well-posedness of the following two evolution models coming from the mean-field limit equations
of Ginzburg-Landau vortices: first, for « > 0, 8 € R, we consider the “incompressible” flow

v = VP — (¥ +v)curlv + B(¥ + v)* curl v, div(av) =0, in RT x R?, (1.1)

and second, for A > 0, a > 0, 8 € R, we consider the “compressible” flow
O = AV (a"tdiv(av)) — (U + v) curlv + B(¥ + v)* curl v, in RT x R?, (1.2)
with v : RT x R? := [0,00) x R? — R2, where ¥ : R? — R? is a given forcing vector field, and where a := "
is determined by a given “pinning potential” h : R? — R. More precisely, we investigate existence, uniqueness
and regularity, both locally and globally in time, for the associated Cauchy problems; we also consider vortex-
sheet initial data, and we study the degenerate case A = 0 as well. As shown in a companion paper [19] with
Serfaty, these equations are obtained in certain regimes as the mean-field evolution of the supercurrent density

in a (2D section of a) type-II superconductor described by the 2D Ginzburg-Landau equation with pinning and
with imposed electric current — but without gauge and in whole space, for simplicity.

Brief discussion of the model

Superconductors are materials that in certain circumstances lose their resistivity, which allows permanent
supercurrents to circulate without loss of energy. In the case of type-II superconductors, if the external magnetic
field is not too strong, it is expelled from the material (Meissner effect), while, if it is much too strong, the
material returns to a normal state. Between these two critical values of the external field, these materials
are in a mixed state, allowing a partial penetration of the external field through “vortices”, which are accurately
described by the (mesoscopic) Ginzburg-Landau theory. Restricting ourselves to a 2D section of a superconducting
material, it is standard to study for simplicity the 2D Ginzburg-Landau equation on the whole plane (to avoid
boundary issues) and without gauge (although the gauge is expected to bring only minor difficulties). We refer
e.g. to [41, 40] for further reference on these models, and to [35] for a mathematical introduction. In this
framework, in the asymptotic regime of a large Ginzburg-Landau parameter (which is indeed typically the case in
real-life superconductors), vortices are known to become point-like, and to interact with one another according to
a Coulomb pair potential. In the mean-field limit of a large number of vortices, the evolution of the (macroscopic)
suitably normalized mean-field density w : Rt x R? — R of the vortex liquid was then naturally conjectured to
satisfy the following Chapman-Rubinstein-Schatzman-E equation [20, 12]

Ow = div(jw|V(=A) ), in RT x R? (1.3)



where (—A)~'w is indeed the Coulomb potential generated by the vortices. Although the vortex density w is a
priori a signed measure, we restrict here (and throughout this paper) to positive measures, |w| = w, so that the
above is replaced by

Ow = div(wV(-=A)"w). (1.4)

More precisely, the mean-field supercurrent density v : RT x R? — R? (linked to the vortex density through the
relation w = curlv) was conjectured to satisfy

0w = VP —wecurlo, dive = 0.

(Taking the curl of this equation indeed formally yields (1.4), noting that the incompressibility constraint dive = 0
allows to write v = V-A71w.)

On the other hand, in the context of superfluidity, a conservative counterpart of the usual parabolic Ginzburg-
Landau equation is used as a mesoscopic model: this counterpart is given by the Gross-Pitaevskii equation,
which is a particular instance of a nonlinear Schrodinger equation. At the level of the mean-field evolution of
the corresponding vortices, we then need to replace (1.3)—(1.4) by their conservative versions, thus replacing
V(=A)"tw by VH(=A)"lw. As argued e.g. in [4], there is also physical interest in rather starting from the
“mixed-flow” (or “complex”) Ginzburg-Landau equation, which is a mix between the usual Ginzburg-Landau
equation describing superconductivity (o = 1, 8 = 0, below), and its conservative counterpart given by the
Gross-Pitaevskii equation (o = 0, 8 = 1, below). The above mean-field equation for the supercurrent density v
is then replaced by the following, for « > 0, 8 € R,

O = VP — avecurlv + Bv curlw, dive = 0. (1.5)

Note that in the conservative case a = 0, this equation is equivalent to the 2D Euler equation, as becomes clear
from the identity v* curlv = (v V)v — 3V|v|?.

The first rigorous deductions of these (macroscopic) mean-field limit models from the (mesoscopic) Ginzburg-
Landau equation are due to [28, 24], and to [36] for much more general regimes. As discovered by Serfaty [36], in
some regimes with o > 0, this limiting equation (1.5) is no longer correct, and must be replaced by the following
compressible flow

D = AV (divv) — av curlv 4 fot curlw, (1.6)

for some A > 0. There is some interest in the degenerate case A = 0 as well, since it is formally expected (although
not proven) to be the correct mean-field evolution in some other regimes.

When an electric current is applied to a type-II superconductor, it flows through the material, inducing a
Lorentz-like force that makes the vortices move, dissipates energy, and disrupts the permanent supercurrents.
As most technological applications of superconducting materials occur in the mixed state, it is crucial to design
ways to reduce this energy dissipation, by preventing vortices from moving. For that purpose a common attempt
consists in introducing in the material inhomogeneities (e.g. impurities, or dislocations), which are indeed meant
to destroy superconductivity locally and therefore “pin down” the vortices. This is usually modeled by correcting
the Ginzburg-Landau equations with a non-uniform equilibrium density a : R? — [0, 1], which locally lowers the
energy penalty associated with the vortices (see e.g. [11, 8] for further details). As formally predicted by Chapman
and Richardson [11], and first completely proven by [25, 37] (see also [23, 27] for the conservative case), in the
asymptotic regime of a large Ginzburg-Landau parameter, this non-uniform density a translates at the level of
the vortices into an effective “pinning potential” h = log a, indeed attracting the vortices to the minima of a. As
shown in our companion paper [19], the mean-field equations (1.5)—(1.6) are then replaced by (1.1)—(1.2), where
the forcing ¥ can be decomposed as ¥ := [+ — V1, in terms of the pinning force —Vh, and of some vector field
F :R? — R? related to the imposed electric current (see also [39, 37]).

Relation to previous works

The simplified model (1.4) describes the mean-field limit of the gradient-flow evolution of any particle system
with Coulomb interactions [18]. As such, it is related to nonlocal aggregation and swarming models, which have



attracted a lot of mathematical interest in recent years (see e.g. [7, 10] and the references therein); they consist
in replacing the Coulomb potential (—A)~! by a convolution with a more general kernel corresponding to an
attractive (rather than repulsive) nonlocal interaction. Equation (1.4) was first studied by Lin and Zhang [29],
who established global existence for vortex-sheet initial data w|;—¢ € P(R?), and uniqueness in some Zygmund
space. To prove global existence for such rough initial data, they proceed by regularization of the data, then
passing to the limit in the equation using the compactness given by some very strong a priori estimates obtained by
ODE type arguments. As our main source of inspiration, their approach is described in more detail in the sequel.
When viewing (1.4) as a mean-field model for the motion of the Ginzburg-Landau vortices in a superconductor,
there is also interest in changing sign solutions and the correct model is then rather (1.3), for which global existence
and uniqueness have been investigated in [17, 32]. In [3, 2], using an energy approach where the equation is seen
as a formal gradient flow in the Wasserstein space of probability measures (a la Otto [34]), made rigorous by
the minimizing movement approach of Ambrosio, Gigli and Savaré [1]|, analogues of equations (1.3)—(1.4) were
studied in a 2D bounded domain, taking into account the possibility of mass entering or exiting the domain. In
the case of nonnegative vorticity w > 0, essentially the same existence and uniqueness results are established in
that setting in [3] as for (1.4). In the case w > 0 on the whole plane, still a different approach was developed by
Serfaty and Vazquez [38], where equation (1.4) is obtained as a limit of nonlocal diffusions, and where uniqueness
is further established for bounded solutions using transport arguments a la Loeper [31]. Note that no uniqueness
is expected to hold for general measure solutions of (1.4) (see [3, Section §8|). In the present paper, we focus on
the case w > 0 on the whole plane R2.

The model (1.5) is a linear combination of the gradient-flow equation (1.4) (obtained for oo = 1, 5 = 0), and
of its conservative counterpart that is nothing but the 2D Euler equation (obtained for o = 0, § = 1). The
theory for the 2D Euler equation has been well-developed for a long time: global existence for vortex-sheet data
is due to Delort [16], while the only known uniqueness result, due to Yudovich [42], holds in the class of bounded
vorticity (see also [6] and the references therein). As far as the general model (1.5) is concerned, global existence
and uniqueness results for smooth solutions are easily obtained by standard methods (see e.g. [13]). Although
not surprising, global existence for this model is further proven here for vortex-sheet initial data.

On the other hand, the compressible model (1.6), first introduced in [36], is completely new in the literature.
In [36, Appendix BJ, only local-in-time existence and uniqueness of smooth solutions are proven in the non-
degenerate case \ > 0, using a standard iterative method. In the present paper, a similar local-in-time existence
result is obtained for the degenerate parabolic case « = 1, § = 0, A\ = 0, which requires a more careful analysis of
the iterative scheme, and global existence with vortex-sheet data is further proven in the non-degenerate parabolic
casea=1,6=0, A>0.

The general models (1.1)—(1.2), introduced in our companion paper [19], are inhomogeneous versions of (1.5)—
(1.6) with forcing. Since these are new in the literature, the present paper aims at providing a detailed discussion
of local and global existence, uniqueness, and regularity issues. Note that in the conservative regime « = 0, 8 = 1,
the incompressible model (1.1) takes the form of an “inhomogeneous” 2D Euler equation with “forcing”™ using the
identity v* curlv = (v V)v — 1V|v|?, and setting P:=P— 11v|?, we indeed find

dw = VP + ¥t curlv 4 (v- V), div(av) = 0.

We are aware of no work on this modified Euler equation, which seems to have no obvious interpretation in
terms of fluid mechanics. As far as global existence issues are concerned, it should be clear from the Delort type
identity (1.9) below that inhomogeneities give rise to important difficulties: indeed, for h non-constant, the first
term —1[v[?V>A in (1.9) does not vanish and is clearly not weakly continuous as a function of v (although the
second term is, as in the classical theory [16]). Because of that, we obtain no result for vortex-sheet initial data
in that case, and only manage to prove global existence for initial vorticity in L?(R?) for some ¢ > 1.

Notions of weak solutions for (1.1) and (1.2)

We first introduce the vorticity formulation of equations (1.1) and (1.2), which will be more convenient to
work with. Setting w := curlv and ¢ := div(av), each of these equations may be rewritten as a nonlinear nonlocal
transport equation for the vorticity w,

dw = div(w(a(T +v)t + B(¥ +v))), curlo=w, div(aw)=¢, (1.7)



where in the incompressible case (1.1) we have ¢ := 0, while in the compressible case (1.2) ¢ is the solution of the
following transport-diffusion equation (which is highly degenerate as A = 0),

rC — AAC + N div(¢Vh) = div(aw(—a(T +v) + B(T +v)1)). (1.8)

Let us now precisely define our notions of weak solutions for (1.1) and (1.2). (We denote by M _(R?) the convex
cone of locally finite non-negative Borel measures on R?, and by P(R?) the convex subset of probability measures,
endowed with the usual weak-* topology.)

Definition 1.1. Let h, ¥ € L>(R?), T > 0, and set a := e”.

(a) Given v° € Li (R?)? with w® = curlv® € M, (R?) and ¢° := div(av®) € L}, (R?), we say that v is a
weak solution of (1.2) on [0,T) x R? with initial data v°, if v € LZ_([0,T) x R?)? satisfies w := curlv €
Lloc([o T); Mt (R?)), ¢ := div(av) € LE ([0,7);L*(R?)), |v]?w € Li.([0,T);L'(R?)) (hence also wv €
Li.([0,T) x R?)?), and satisfies (1.2) in the distributional sense, that is, for all 1) € C>°([0,T) x R?)?,

/w U+//u Oy = )\// —1<dw¢+//w (¥ + v) — B(Y + v)Hw.

(b) Given v° € L{ (R?)? with w® := curlv® € M, (R?) and div(av®) = 0, we say that v is a weak solution
of (1.1) on [0, T) x R? with initial data v°, if v € L?OC([O,T)X]R2) satisfies w := curlv € L, ([0, T); M;" (R?)),
[v|?w € L. ([0, T); L*(R?)?) (hence also wv € Li,.([0,T) x R?)?), div(av) = 0 in the distributional sense, and
satisfies the vorticity formulation (1.7) in the distributional sense, that is, for all 1 € C2°([0,T) x R?),

/w w+//w8t1/) //w a(U + )t + BT + v))w.

(c) Given v° € L{ (R?)? with w® := curlv® € M;" (RQ) and div(av®) = 0, we say that v is a very weak solution
of (1. 1) on [0, T') x R? with initial data v°, if v € LIOC([O T)xR?)2 satlsﬁesw = curlv € L .([0,T); M _(R?)),
div(av) = 0 in the distributional sense, and satisfies, for all 1 € C2°([0,T) x R?),

/w Jw +//w6tz/1 //w (Ut + pY w—i—// (aVih + BV - (%|v|2Vh+a_ldiv(aSv)),

in terms of the stress-energy tensor S, := v ® v — % Id |v?.

Remarks 1.2.

(i) Weak solutions of (1.2) are defined directly from (1.2), and satisfy in particular the vorticity formula-
tion (1.7)—(1.8) in the distributional sense. As far as weak solutions of (1.1) are concerned, they are rather
defined in terms of the vorticity formulation (1.7), in order to avoid compactness and regularity issues related
to the pressure p. Nevertheless, if v is a weak solution of (1.1) in the above sense, then under mild regularity
assumptions we may use the formula v = a=!V1(diva™1V) 1w to deduce that v actually satisfies (1.1) in
the distributional sense on [0, T) x R? for some distribution p (cf. Lemma 2.8 below for details).

(ii) The definition (c) of a very weak solution of (1.1) is motivated as follows (see also the definition of “general
weak solutions” of (1.4) in [29]). In the purely conservative case « = 0, there are too few a priori estimates
to make sense of the product wv. As is now common in 2D fluid mechanics (see e.g. [13]), the idea
is to reinterpret this product in terms of the stress-energy tensor S, using the following identity: given
div(av) = 0, we have for smooth enough fields

wu = _%|U|2VLh - a_l(div(aSU))J‘, (19)

where the right-hand side now makes sense in Li, ([0, T); W,. " (R?)?) whenever v € L ([0, T) x R?)2. In
particular, if w € LY ([0,T) x R?) and v € Lfoc([O,T) x R?) for some 1 < p < oo, 1/p+ 1/p’ = 1, then the
product wv makes perfect sense and the above identity (1.9) holds in the distributional sense, hence in that
case v is a weak solution of (1.1) whenever it is a very weak solution. In reference to [16], identity (1.9) is

henceforth called an “(inhomogeneous) Delort type identity”.



Statement of the main results

Global existence and regularity results are summarized in the following theorem. Our approach relies on
proving a priori estimates for the vorticity w in L?(R?) for some ¢ > 1. For the compressible model (1.2), such
estimates are only obtained in the parabolic regime, hence our limitation to that regime. In parabolic cases,
particularly strong estimates are available, and existence is then established even for vortex-sheet data, thus
completely extending the known theory for (1.4) (see [29, 38]). Note that the additional exponential growth in
the dispersive estimate (1.10) below is only due to the forcing ¥. In the conservative incompressible case, the
situation is the most delicate because of a lack of strong enough a priori estimates, and only existence of very
weak solutions is expected and proven. As is standard in 2D fluid mechanics (see e.g. [13]), the natural space for
the solution v is L (R*;7° + L?(R?)?) for a given smooth reference field ° : R? — R2.

Theorem 1 (Global existence). Let A > 0, a > 0, 8 € R, h,¥ € WH>(R?)2, and set a := e". Let v° €
Whee(R?)? be some reference map with @° := curlv® € PNH* (R?) for some so > 1, and with either div(av®) = 0
in the case (1.1), or ¢° := div(at®) € H*(R?) in the case (1.2). Let v° € 5° + L*(R?)?, with w° := curlv® €
P(R?), and with either div(av®) = 0 in the case (1.1), or ¢° := div(av®) € L*(R?) in the case (1.2). Denoting by
C > 0 any constant depending only on an upper bound on «, |B| and ||(h, ¥)||w 1., the following hold:
(i) Parabolic compressible case (that is, (1.2) with a > 0, 8 = 0):
There exists a weak solution v € LS, (RY; 5° + L*(R?)?) on Rt x R? with initial data v°, with w := curlv €
L®(R*; P(R?)) and ¢ := div(av) € L} (RT; L*(R?)), and with

|w!|Le < (at)™! 4+ Ca~te, for allt > 0. (1.10)

Moreover, if w°® € LYR?) for some q > 1, then w € LS. (RT; LY(R?)).
(i) Parabolic incompressible case (that is, (1.1) with a > 0, 8 =0, or with o > 0, 5 € R, h constant):
There exists a weak solution v € L2 (RT;7° + L?(R?)?) on Rt x R? with initial data v°, with w := curlv €
L®(R*;P(R?)), and with the dispersive estimate (1.10). Moreover, if w® € LI(R?) for some q > 1, then
w € Lig, (R¥; LY(R?)) N L (RY; LTH(R?)).
(#11) Mixed-flow incompressible case (that is, (1.1) with a > 0, 8 € R):
If w° € LY(R?) for some q > 1, there exists a weak solution v € LS (Rt;5° 4+ L2(R?)?) on RT x R? with
initial data v°, and with w = curlv € Lys, (RT; P N LY(R?)) N Lfotl (RT; LITH(R?)).
(iv) Conservative incompressible case (that is, (1.1) with a =0, 8 € R):
If w° € LYR?) for some q > 1, there exists a very weak solution v € L2 (RT;7° + L*(R?)?) on Rt x R?
with initial data v°, and with w := curlv € LS. (RT; PNLY(R?)). This is a weak solution whenever q¢ > 4/3.
We set (°,(°,¢ := 0 in the incompressible case (1.1). If in addition w°, (° € L™(R?), then we further have
v € LS, (RY;L¥(R?)?), w € LS, (RT; L' NL®(R?)), and ¢ € L. (RT; L2 NL>(R?)?). Ifh, ¥, 0° € Wet1o(R?)2
and w°®, @°, °, (° € H*(R?) for some s > 1, then v € LS. (RT;0° + H*TH(R?)?) and w, ¢ € LS. (RT; H*(R?)?).
If h, ¥, v° € C*TL(R?)? for some non-integer s > 0, then v € LS. (RT; C*T1(R?)?).

For the regimes that are not described in the above — i.e., the degenerate compressible case A = 0, and the
mixed-flow compressible case (as well as the a priori unphysical case o < 0) —, only local-in-time existence is
proven for smooth enough initial data. Note that in the degenerate case v and w are on the same footing in terms
of regularity.

Theorem 2 (Local existence). Given some s > 1, let h,¥,9° € WtL®(R?)2 set a := el and let v° €
v° 4+ H*TH(R?)? with w® := curlv®, ©° := curlt® € H*(R?), and with either div(av°®) = div(at®) = 0 in the
case (1.1), or ¢° = div(av®), ¢° := div(av®) € H*(R?) in the case (1.2). The following hold:
(i) Incompressible case (that is, (1.1) with «, 8 € R):
There ezists T > 0 and a weak solution v € LS. ([0, T);9° + H*1(R?)?) on [0,T) x R? with initial data v°.
(i) Non-degenerate compressible case (that is, (1.2) with o, 8 € R, A > 0):
There exists T > 0 and a weak solution v € L5, ([0,T);9° + H* 1 (R?)?) on [0,T) x R? with initial data v°.
(#11) Degenerate parabolic compressible case (that is, (1.2) with « € R, 8 =X =0):
If U, v° € W5t2°0(R?)? and w°, @° € H¥L(R?), there exists T > 0 and a weak solution v € Lys.([0,T); 0°+
H*TYHR?)?) on [0,T) x R? with initial data v°, and with w := curlv € LS, ([0,T); H*T1(R?)).



Let us finally turn to uniqueness issues. No uniqueness is expected to hold for general weak measure solutions
of (1.1), as it is already known to fail for the 2D Euler equation (see e.g. [6] and the references therein), and
as it is also expected to fail for equation (1.4) (see [3, Section 8]). In both cases, as already explained, the
only known uniqueness results are in the class of bounded vorticity. For the general incompressible model (1.1),
similar arguments as for (1.4) are still available and the same uniqueness result holds, while for the non-degenerate
compressible model (1.2) the result is slightly weaker. In the degenerate parabolic case, the result is even worse
since v and w must then be on the same footing in terms of regularity.

Theorem 3 (Uniqueness). Let A >0, o, €R, T >0, h, ¥ € WH(R2), and set a := . Let v° : R? — R? with
w® := curlv® € P(R?), and with either div(av®) = 0 in the case (1.1), or div(av®) € L*(R?) in the case (1.2).

(i) Incompressible case (that is, (1.1) with «, 8 € R):
There exists at most a unique weak solution v on [0,T) x R? with initial data v°, in the class of all w’s such
that curlw € LS. ([0,T); L™ (R?)).

(i) Non-degenerate compressible case (that is, (1.2) with «, 5 € R, A > 0):
There exists at most a unique weak solution v on [0,T) x R? with initial data v°, in the class in the class
Lioe([0,T); v + L2 (R?)2) N Lig (0, T); W (R?)?).

(iii) Degenerate parabolic compressible case (that is, (1.2) with « € R, A = 8 = 0):
There exists at most a unique weak solution v on [0,T) x R? with initial data v°, in the class of all w’s in
Lioe([0,7); v° + L*(R?)?) N L. (10, T); L% (R?)?) with curlw € L ([0, T); L*(R?)) N LT, ([0, 7); WhH>(R?)).

Roadmap to the proof of the main results

We begin in Section 3 with the local existence of smooth solutions, summarized in Theorem 2 above. In
the non-degenerate case A > 0, the proof follows from a standard iterative scheme as in [36, Appendix BJ. It is
performed here in Sobolev spaces, but could be done in Holder spaces as well. In the degenerate parabolic case
a=1,5=0, A =0, a similar argument holds, but requires a more careful analysis of the iterative scheme.

We then turn to global existence in Section 4. In order to pass from local to global existence, we prove estimates
for the Sobolev (and Hélder) norms of solutions through the norm of their initial data. As shown in Section 4.2,
arguing quite similarly as in the work by Lin and Zhang [29] on the simpler model (1.4), such estimates on Sobolev
norms essentially follow from an a priori estimate for the vorticity in L°(R?). In [29] such an a priori estimate
for the vorticity was achieved by a simple ODE type argument, using that for (1.4) the evolution of the vorticity
along characteristics can be explicitly integrated. This ODE argument can still be somehow adapted to the more
sophisticated models (1.1) and (1.2) in the parabolic case (cf. Lemma 4.3(iii)). This yields the nice dispersive
estimate (1.10) for the L>-norm of the vorticity (through its initial mass [ w® =1 only), which of course differs
from [29] by the additional exponential growth due to the forcing W. For the incompressible model (1.1) in the
mixed-flow case, such arguments are no longer available, and only a weaker estimate is obtained, controlling
the L%norm of the solution (as well as its space-time L4t -norm if o > 0) by the Li-norm of the data, for all
1 < ¢ < oo (cf. Lemma 4.2). This is instead proven by a careful energy type argument.

In order to handle rougher initial data, we regularize the data and then pass to the limit in the equation, using
the compactness given by the available a priori estimates. The simplest energy estimates only give bounds for v
in 7° + L?(R?)? and for ¢ in L*(R?). To pass to the limit in the nonlinear term wv, the additional estimates for
the vorticity in LY(R?), ¢ > 1, then again turn out to be crucial. To get to vortex-sheet initial data in parabolic
cases, as in [29] we make use of some compactness result due to Lions [30] in the context of the compressible
Navier-Stokes equations. The model (1.1) in the conservative case a = 0 is however more subtle because of a
lack of strong enough a priori estimates. Only very weak solutions are then expected and obtained (for initial
vorticity in LI(R?) with ¢ > 1), and compactness is in that case proven by hand.

Uniqueness issues are finally addressed in Section 5. Following Serfaty [36, Appendix B|, a weak-strong
uniqueness principle for both (1.1) and (1.2) is proven by energy methods in the non-degenerate case A > 0.
Note that this uniqueness principle is the key to the mean-field limit results for the Ginzburg-Landau vortices
in our companion paper [19], following the strategy developed by Serfaty [36]. A much weaker weak-strong
uniqueness principle is also obtained in the degenerate parabolic case 5 = A = 0. For the compressible model (1.1),
uniqueness in the class of bounded vorticity is easily obtained using the approach by Serfaty and Vazquez [38]



for equation (1.4), which consists in adapting the corresponding uniqueness result for the 2D Euler equation due
to Yudovich [42] together with a transport argument a la Loeper [31].

To ease the presentation, the various independent PDE results that are needed in the proofs are isolated in
Section 2, including general a priori estimates for transport and transport-diffusion equations, some global elliptic
regularity results, as well as critical potential theory estimates. The interest of such estimates for our purposes
should be already clear from the form of the equations in the vorticity formulation (1.7)—(1.8).

Notation

For any vector field F' = (Fy, F3) on R?, we denote F* = (—Fy, F}), curl F = 0, F, — 0o Fy, and also as usual
div F = 01 F1 + 02 F». Given two linear operators A, B on some function space, we denote by [A, B] := AB — BA
their commutator. For any exponent 1 < p < oo, we denote its Holder conjugate by p’ := p/(p — 1). Denote by
B(z,r) the ball of radius r centered at = in R?, and set B, := B(0,r) and B(z) := B(x,1). We use the notation
aAb=min{a,b} and a Vb = max{a, b} for all a,b € R. Given a function f : R? — R, we denote its positive and
negative parts by f1(z) :=0V f(z) and f~(z) := 0V (—f)(z), respectively. We write < and ~ for < and = up
to (unless explicitly stated) universal constants. The space of Lebesgue-measurable functions on R? is denoted
by Mes(R?), the set of Borel probability measures on R? is denoted by P(R?), and for all ¢ > 0, C°(R%) stands
as usual for the Holder space CLo).o~ Lol (R?). For o € (0,1), we denote by |- |c- the usual Holder seminorm, and
by || - lce :=1"|ce + || |l the corresponding norm. We denote by L?, (R¢) the Banach space of functions that

are uniformly locally L”-integrable, with norm || f|[r» := sup, [|f|[Lr(B(x))- Given a Banach space X C Mes(R9)
and ¢ > 0, we use the notation || - [[» x for the usual norm in L”([0, ¢}; X).

2 Preliminary results

In this section, we establish various PDE results that are needed in the sequel and are of independent interest.
As most of them do not depend on the choice of space dimension 2, they are stated here in general dimension d.
We first recall the following useful proxy for a fractional Leibniz rule, which is essentially due to Kato and Ponce
(see e.g. [21, Theorem 1.4]).

Lemma 2.1 (Kato-Ponce inequality). Let d > 1, s > 0, p € (1,00), and 1/p; + 1/q; = 1/p with i = 1,2 and
P1,q1,02,G2 € (1,00]. Then, for f,g € C®(R?), we have

1fgllwse S [ f 1o llgllwea + [lgllue | fllwea.

The following gives a general estimate for the evolution of the Sobolev norms of the solutions of transport
equations (see also [29, equation (7)] for a simpler version), which will be useful in the sequel since the vorticity
w indeed satisfies an equation of this form (1.7).

Lemma 2.2 (A priori estimate for transport equations). Let d > 1, s > 0, T > 0. Given a vector field
w € Ls ([0,T); Whe(RHD), let p € LiS.([0,T); H*(RY)) satisfy the transport equation Oip = div(pw) in the
distributional sense in [0,T) x R%.  Purther assume w — W € LS ([0,7); H¥TH(R?)?) for some reference map
W e Wsthoo(R), Then for all t € [0,T),

Oullp lme < 20(Vw', VW) Lo [lp* |z« + llp" [Loe || div(w® — W)l s (2.1)

. 1.
+ [Pzl div W llwee + Sl diva|[Lellp] e,

where we use the notation ||(Vw!, VW)||Le := ||[Vw!||Le V [[VW||Le. Also, for allt € [0,T),

Hpt - POHHfl < ||PHL§° L2||wHL}L°°- (2.2)

Proof. We split the proof into two steps: we first prove (2.1) as a corollary of the celebrated Kato-Ponce commu-
tator estimate, and then we check estimate (2.2), which is but a straightforward observation.



Step 1: proof of (2.1). Let s > 0. The time-derivative of the H*-norm of the solution p can be computed as
follows, using the notation (V) := (1 + |V|?)1/2,

01l =2 [ (9 (V) div(p'u)) = 2 [ (96 ((9)* divy 'l +2 [ (7))t - 970"

:2/(<V>Spt)[<V)sdiV,wt]pt —/|<v>spt|2dith

< 2/ [ (V) div, w']p"[lr.2 + | (divw’) [l llp* 7,

which we may further bound by
s 1 s 1 Lo . .
Oellptllere < (V)" div,w” = W]pfl|ez + [[[(V)* div, Wlp' |1z + 5 [1(div ") ™ e[| e
Now we recall the following general form of the Kato-Ponce commutator estimate [26, Lemma X1] (which follows
by replacing the use of [14] by the later work [15] in the proof of [26, Lemma X1|; see also [21, Theorem 1.4]):
given p € (1,00), and 1/p; + 1/q; = 1/p with i = 1,2 and p1, q1,p2, g2 € (1,00], we have for any f,g € C(R9),

I[(V)* div, flgllue S IV fllua llgllwees + [lgllue | div f{lwers.

This estimate yields
Ocllp s < Nlp a1V (w" = W)lLee + [|p"|[Loe || div(w" — W)l s

. Lo _
+ 1P e VWl + 1" |2l div Wllwe.oe + S{1(div @) ™[l [l e,

and the result (2.1) follows.

Step 2: proof of (2.2). Let € > 0. We denote by 4 the Fourier transform of a function u on R%. Set G* := ptw!,
so that the equation for p takes the form 9;p' = div Gt. Rewriting this equation in Fourier space and testing it

against (c + [¢]) (5" — 7°)(€), we find
o / (e + 1) ~215' () — 5°(&)[Pde = 2i / (e+16)~%¢ - GHOFE) — 5 (©)de
<o / (e + 1€) 117 (€) — A (O)IIGH©)IdE,

and hence, by the Cauchy-Schwarz inequality,

6t( Jtexienie —ﬁ°(€)|2d€) " ( / |Gt<£>|2d5)

Integrating in time and letting € | 0, we obtain

1/2

lp" = p°llgr—1 <Gl ez < lpllig cellwliey L,
that is, (2.2). O

As the evolution of the divergence ¢ in the compressible model (1.2) is given by the transport-diffusion
equation (1.8), the following parabolic regularity results will be needed. Note that a variant of item (ii) below
can be found e.g. in [5, Section 3.4]|. Ttem (iii) could be substantially refined (weakening the norm of g in time,
at the price of a stronger norm in space), but the statement below is already more than enough for our purposes.

Lemma 2.3 (A priori estimates for transport-diffusion equations). Let d > 1, T > 0. Let g € L, .([0,T) x R%)4,
and let w satisfy Oyw — ANw + div(wVh) = divg in the distributional sense in [0,T) x R? with initial data w°.
The following hold:



(i) for all s >0, if Vh € W= (RN w € L2, ([0,T); H¥(RY)), and g € L ([0, T); H*(RY)?), then we have for
all t € [0,T),
lw |l < Ce“*(lw? [l + gl ),

where the constants C'’s depend only on an upper bound on s and |Vh|yws.;
(ii) if Vh € L= (R?), w® € L*(R?), w € L2.([0,T); L*(RY)), and g € L ([0, T); L*(RY)), then we have for all
tel0,71),
lw" = 0l goappe < Ce“ ([w®llez + llglliz o),
where the constants C'’s depend only on an upper bound on ||Vh| e ;
(111) for all 1 < p,q < oo, and all dd—fq <s<gq, s>1,if Vh € LR, w € L ([0,7);LY(RY)), and
g € L ([0,7); L*(R%)), then we have for all t € [0,T),

ol o S Qwflle + 57 lgllip o) exp (, inf = (14 (r = 2)772) (Co)r72).

where k= $(% + % — 1) >0, and where the constant C’s depend only on || Vh||pe.

Proof. We split the proof into three steps, proving items (i), (ii) and (iii) separately.

Step 1: proof of (i). Denote G := g—wVh, so that w satisfies dyw — Aw = div G. Let (£) := (14]£]?)"/2, and
let @ denote the Fourier transform of a function u on R%. Let s > 0 be fixed, and assume that Vh, w, g are as in
the statement of (i) (which implies G' € L ([0, T); H*(R%)) as shown below). In this step, we use the notation
< for < up to a constant C' as in the statement. For all € > 0, rewriting the equation for w in Fourier space and

then testing it against (e + |¢|)72(£)?*0;w(€), we obtain

Jer e et ©Pde + 5 [ Eleatt©Pd =i [(+ 1) e G mTEs

and hence, integrating over [0,], and using the inequality 27y < 22 + y2,

! -2 2s Mk 2 " 1 |§|2 2s ﬁ)t 2
| [erienemioar©raanr 5 [ e o™ P

*l 7|€|2 2819° ()2 i t € “20e\28¢ L GU(E)D, W (€)dEdu
— 5 [l @Pac [ e ere cenae

3 [ @Pe+3 [ [@Fieueraag [ [erie e ©Pdd.

Absorbing in the left-hand side the last right-hand side term, and letting € | 0, it follows that

2s wt 2 2s wo 2 K 25| A 2 U
/<s> [ (¢) d§§/<§> [0°(€)| d5+/0/<5> G (6)2dedu,

or equivalently
[w'l[ms < [[w®lms + [1Gllez e
Lemma 2.1 yields
1Gllz s < Ngllez ms + [WVRL2 s S N9llLz 5e + [[VAlwece |w]lpz 12 + [VA[[Lee Jw]l L2 g
S gl me + llwlleez g
so that we obtain

t
w13 < w7 + 91Tz oo +/ w37+ du,
) 0

and item (i) now follows from the Grénwall inequality.



Step 2: proof of (ii). Let Gt := g* — w'Vh, and let Vh,w®, w, g be as in the statement of (ii). For all € > 0,
rewriting the equation for w in Fourier space and then integrating it against (e+ |¢]) 72 (1! —0°), we may estimate

00 [[(e+ 1) 72100 — )@ Pde = 2 [ (e + e T = eI @0at (©)de
- 2/¢|<wt —af) ) +2/¢|<wt —°)(©0°(©) + 2 [ e+ 1) 0" — 0°) @G (g

=70 (+ eI
|§|2 @W° 2 c =2(pt — 0° 2 2\—1| At 2

< [ Rl ©F + [+ len it — o @Pde+ [ (141G P

that is

0 [ (e I 21" — 67O de < [ (et €)@ — 0*) (P + [ + G-
and hence by the Grénwall inequality
/(6 +IEN (0" —°)(§)7dg < e (w2 + IGIIE; gr-1)-

Letting € | 0, it follows that w® — w® € H~'(R?) with

lw' = w°ll -2 < €' (Jw’llez + 1Gllz 1) < e (lw’llve + lglliz g1 + VAl Jwllz 12)-

Combining this with (i) for s = 0, item (ii) follows.

Step 3: proof of (iii). Let 1 < p,q < oo, and assume that w € L”([0,7);LY(R?)), Vh € L>*(R?), and
g € LP([0,T);LY(R%)). In this step, we use the notation < for < up to a constant C' as in the statement.
Denoting by I'(z) := Ct~%/2¢~1#1"/(21) the heat kernel, Duhamel’s representation formula yields

wh(z) = T % w°(z) + 6} (z) — / / VI (y) - Vh(y)w' (@ — y)dydu,

where we have set .
Py () = / / VI(y) - g "(z — y)dydu.
0

We find by the triangle inequality

t
ot o < flw® s / I (y)dy + (16 lo + [ Vhllus / oot / VT (y)|dyd,

hence by a direct computation

t
[w'llLe < w® e + [1églLa +/ lw' =" |lLou™" 2 du.
0

Integrating with respect to ¢, the triangle and the Holder inequalities yield

t t » 1/p
Jwllue S 87710+ gl + o0 2du) o
' ! o “Jo
t
SO+ ol + [ Nelgao(t =) 2du
0

t 1/r
o _ /o1 1
S O oo+ Uoglig e+ (=20 ([ )
0

10



for all > 2. Noting that (1 —7//2)~"/" <1+ (r — 2)~'/2, and optimizing in r, the Grénwall inequality then
gives
< (+1/P]],,© : cr —r/2\r/2
fwllg e S @7+ 6o exo (it St (rm2)7/20072). (23)

Now it remains to estimate the norm of ¢,. A similar computation as above yields [¢g[[1r o < t1/2|\g||L¢ La, but
a more careful estimate is needed. For 1 < s < ¢, we may estimate by the Holder inequality

t 1/s' 1/s
sl < [ ( / |vr“|s/2) ( / |vru<x—y>|5/2|gt-“<y>|5dy) du,

and hence, by the triangle inequality,

Assuming that r = 4 (2 + % — 1) > 0 (note that £ < 1/2 follows from the choice s < ¢), a direct computation
then yields

t
AR / gt e
0

Integrating with respect to ¢, we find by the triangle inequality

t t—u
oz S [ ([l
0 0

and the result (iii) follows from this together with (2.3). O

1/p .
Do) du g

Another ingredient that we need is the following string of critical potential theory estimates. The Sobolev
embedding for W14 (R?) gives that ||[VA~ w1« is almost bounded by the L4(R%)-norm of w, while the Calderon-
Zygmund theory gives that ||[V2A ™ w]||L= is almost bounded by the L°°(R?)-norm of w. The following result
makes these assertions precise in a quantitative way, somehow in the spirit of [9]. Item (iii) can be found e.g.
in [29, Appendix] in a slightly different form, but we were unable to find items (i) and (ii) in the literature. (By
(—2A)~! we henceforth mean the convolution with the Coulomb kernel, that is, given w € C°(R?), v = (=A)~tw
is meant as the decaying solution of —Av = w.)

Lemma 2.4 (Potential estimates in L™). Let d > 2. For all w € C2°(R?) the following hold:*

(i) for all1 <p<d<q< o0, choosing 6 € (0,1) such that é = % + 1%10’ we have

0 1-0\ 1-1/d
- —1+1/d w1 ||W|1q
VA wlie < (1= dfg) A (1—p/d) T ||w|Ld(1+1og7” ||Lw||||Ld|L ) ;

1) if w=div§ for & € then, for a. < g < oo an < p < oo, we have
(i) if dive for & € C(RY)Y, then, for all d < q dl1<p , we h

1-1/d
_ _ WL
VA wlhe (1= /) ol (14 Tog" )l

(111) for all0 < s <1 and 1 < p < oo, we have

[[wllcs
[[wl]|Le

1928 wflie S 5~ e (1 T log ) T plwle

1. A direct adaptation of the proof shows that in parts (i) and (ii) the L°°-norms in the left-hand sides could be replaced by
Holder C¢-norms with € € [0,1): the exponents d in the right-hand sides then need to be replaced by d/(1 —¢€) > d, and an additional
multiplicative prefactor (1 —€)~! is further needed.

11



Proof. Recall that —A~lw = g4 % w, where g4(x) = cq|z|?>~¢ if d > 2 and g2(x) = —c2log|z| if d = 2. The stated
result is based on suitable decompositions of this Green integral. We split the proof into three steps, separately
proving items (i), (i) and (iii).

Step 1: proof of (i). Let 0 < v < T < co. The obvious estimate |[VA™ w(z)| < [ |z — y[*~?|w(y)|dy may be
decomposed as

vau@) s [

|z—y|<y

& — g1 u(y)|dy + /

& — g u(y)|dy + / & — 5" u(y)|dy.
y<|z—y|<T

|z—y|>T

Let 1 < p<d<q<oco. We use the Holder inequality with exponents (q/(q—1), ¢) for the first term, (d/(d—1), d)
for the second, and (p/(p — 1), p) for the third, which yields after straightforward computations

VAT w(@)] S (q' (1= d/@) "y Y w]le + (log(T /) fwlpe + (' (d/p — 1)) P TP Jw||wr,

Item (i) now easily follows, choosing 7'~%? = ||w|ya/|w|Le and T¥P~1 = ||w| s /|lw||a, noting that v < T
follows from interpolation of L? between L” and L*°, and observing that

(q'(l — d/q))_l/ql <(1- d/q)—l-i-l/d, (pl(d/p . 1))—1/17' < —p/d)_1+l/d,

Step 2: proof of (ii). Let 0 <y <1 <T < oo, and let xr denote a cut-off function with xp = 0 on Br, xr = 1
outside Br41, and |Vxr| < 2. We may then decompose

-1 = T —y)w T —y)w
vatu@ = [ Vat-yewiys [ ate-pei
+ / Vga(z — 1)1 - xr(z — y))w(y)dy + / Vga(z — y)xr(z — y)w(y)dy.
I'<|lz—y|<T+1 |lt—y|>T

Using w = div ¢ and integrating by parts, the last term becomes

/ng(:v —y)xr(r —y)w(y)dy = /ng(:v —y) @ Vxr(z —y) - &{(y)dy + /XF(w —y)Vga(x —y) - £(y)dy.

Choosing I' = 1, we may then estimate

VA ()] < / & — 5" uw(y)|dy + /

|[z—y|<vy y<|z—y|<2

& — " uw(y)|dy + / & — ¢ (y) dy.

|z—y|>1

Using the Holder inequality just as in the proof of (i) above for the first two terms, with d < ¢ < oo, and using
the Holder inequality with exponents (p/(p — 1), p) for the last line, we obtain, for any 1 < p < oo,

VAT w(@)] S (0 (1= d/a) ™"y~ wllie + (og(2/7) @ fwllpa + (d(p' = 1) [€]r,

so that item (i) follows from the choice v'=%4 = 1 A (||w]|y,«/||w||re), observing that (d(p/ — 1))~ Y/?" < p.
Step 3: proof of (). Given 0 <« < 1, using the integration by parts

/ V2ga(z — y)dy = / n® Vga(r — y)dy,
lz—y|<vy |z—y|=~
and using the notation (x — y)®? := (z — y) ® (x — y), we may decompose
(z—y)** (z—y)** (z—y)**
via )l 5| [ yydy| + wiy)dy| + &0 (y)ay
|z—y|<vy |.’II - y|d+2 y<|lz—y|<1 |‘T - y|d+2 |;E y|>1 |.’II - y|d+2
(z—y)** z—y
<|/ C =D () - w(e)dy| + () - ddy\
|[z—y|<vy |:E | |z—y|=y |J7 |

y)dy| + w(y)dy|.
‘/<w yl<1 |‘T - y|d+2 lz—y|>1 |.’II - y|d+2

12



Let 0 < s <1and 1l <p< oco. Using the inequality |w(z) — w(y)| < |z — y|*|w|c=, and then applying the Holder
inequality with exponents (1,00) for the first three terms, and (p/(p — 1),p) for the last one, we obtain after
straightforward computations

VA w(w)| S 571y lwles + [[wllie + [logy[[lw]lue + (d(p = 1)~ |[wl|ps.

~

Ttem (iii) then follows for the choice v* = ||w||r~ /||w||cs < 1. O

In addition to the Sobolev regularity of solutions, the Holder regularity is also studied in the sequel, in the
framework of the usual Besov spaces C5(R?) := B3,  (R?) (see e.g. [5]). These spaces actually coincide with
the usual Hélder spaces C°(R?) only for non-integer s > 0 (for integer s > 0, they are strictly larger than
We*(R9) > C*(R?) and coincide with the corresponding Zygmund spaces). The following potential theory
estimates are then needed both in Sobolev and in Holder-Zygmund spaces.

Lemma 2.5 (Potential estimates in Sobolev and in Holder-Zygmund spaces). Let d > 2. For all w € C(R?),
the following hold:

(i) for all s >0,

VA" wllie S lwllganme s V2D wllae S lollie;
(i1) for all s € R,
VAT wlles Ss lwllg-rnes-1s IVPAT wlles Ss lwllg-1ncss
and for all 1 <p<dand1 < q < oo,
||VA_1w| cs Spos 10l e nc:=1s HVQA_leCf Sa.s [wllLe nes,

where the subscripts s,p,q indicate the additional dependence of the multiplicative constants on an upper bound
on s, (d—p)~t, and q, respectively.

Proof. As item (i) is obvious via Fourier transform, we focus on item (ii). Let s € R, let x € C°(R?) be fixed
with x = 1 in a neighborhood of the origin, and let x(V) denote the corresponding pseudo-differential operator.
Applying |5, Proposition 2.78| to the operator (1 — x(V))VA~!, we find

VAT wle; < (11— x(V))VA™ ]

cx + IXV)VA w]

c: Sllwllge—1 + IX(V)VA™ )

Cs-

Let k denote the smallest integer > sV 0. Noting that ||v|

cs S Z;C:O [ V70| holds for all v, we deduce

k
VA wlles S f[wllgs + Y IVIX(V)IVA e,
j=0
and similarly
k .
IV2A" wllos S llwlles + Y IVIX(V) VA w]e.
j=0

Writing VI x(V)VA™ w = Viy x VA~ w, we find

IV x(V)VAT wl|pee < [[Vxllz [VAT wllie = [V x| wll -1,
and the first two estimates in item (ii) follow. Rather writing V/x(V)VA~lw = VA=Y (VI * w), and using the
obvious estimate |[VA™ v(2)| < [ |z — y[*~?|o(y)|dy as in the proof of Lemma 2.4, we find for all 1 < p < d,

IIij(V)VA‘lwILooSSUP/ ‘ Iw—yll‘dlvjx*w(y)ldy+sup/ ‘ lz — '~V x = w(y)|dy
rz—y|<1 r—y|>1

xT xT
Sp IVIx s w|ir are S IV x|l [Jwllie A e,

and the third estimate in item (ii) follows. The last estimate in (ii) is now easily obtained, arguing similarly as
in the proof of Lemma 2.4(iii). O
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We now recall some global elliptic regularity results for the operator — div(bV) on the whole plane R?; as no
reference was found in the literature, a detailed proof is included.

Lemma 2.6 (Global elliptic regularity). Let b € W1°(R?)2%2 be uniformly elliptic, Id < b < AId, for some
A < oo. Given f:R?2 =R, g:R? = R2, we consider the following equations in R?,

—div(bVu) = f, and — div(bVv) = div g.

The following properties hold.

(i) Meyers type estimates: There exists 2 < pg, qo,r0 < 0o (depending only on an upper bound on A) such that
for all 2 < p <pg, all gqo < q < oo, and all rj <r <y,

IVullue < Cpll fllizrrwra, vl < Collgllizaara, — and — [[Vollu- < CliglLr,

for some constant C' depending only on an upper bound on A, and for constants C, and C, further depending
on an upper bound on (p —2)~! and q, respectively.

(ii) Sobolev regularity: For all s > 0, we have ||Vu||gs < Cs||f|l g-1npgs—1 and ||Vv|gs < Csl\gllms, where the
constant Cs depends only on an upper bound on s and on ||b||ws.c.

(#1i) Schauder type estimate: For all s € (0,1), we have |Vulcs < Csl| fll127a-s and |v|cs < CLl|glly2/a-s , where
the constant Cs (resp. Cl) depends only on s and on an upper bound on ||b||ws. (resp. on s and on the
modulus of continuity of b).

In particular, we have ||Vullre < C|flluran= and ||v]lLe < C'||g|lt1 AL, where the constant C' (resp. C')
depends only on an upper bound on ||b||y1. (resp. A).

Proof. We split the proof into three steps, first proving (i) as a consequence of Meyers’ perturbative argument,
then turning to the Sobolev regularity (ii), and finally to the Schauder type estimate (iii). The additional L°°-
estimate for v directly follows from item (i) and the Sobolev embedding, while the corresponding estimate for Vu
follows from items (i) and (iii) by interpolation: for 2 < p < py and s € (0, 1), we indeed find

[VullLe S [IVulle + [Vules < Cpll fllpzes w2 + Csll fllpzra-o < Cp sl fllu apee-

In the proof below, we use the notation < for < up to a constant C' > 0 that depends only on an upper bound
on A, and we add subscripts to indicate dependence on further parameters.

Step 1: proof of (i). We first consider the norm of v. By Meyers’ perturbative argument [33|, there exists
some 1 < rg < 2 (depending only on A) such that || VoL < |lg||- holds for all rg < r < (. On the other hand,

decomposing the equation for v as
—Av =div(g + (b — 1)Vv),

we deduce from Riesz potential theory that for all 1 < r < 2

[vllzrs@-n Srllg + (0= D) Vol < llgller + [[Voller,

and hence ||[v]| 2r/c-n Sr|lgllur for all ro < < 2, that is, |[v]|ne Sq [|g]|120/+2) for all 22_T:0 < g < 0.

We now turn to the norm of Vu. The proof follows from a suitable adaptation of Meyers’ perturbative
argument [33], again combined with Riesz potential theory; for the reader’s convenience, a complete proof is
included. First recall that the Calderén-Zygmund theory yields |[VZAw|r < K,||lw|rr for all 1 < p < oo and
all w € C2°(R?), where the constants K,’s moreover satisfy lim sup,,_,o K < Ko, while a simple energy estimate

allows to choose K5 = 1. Now rewriting the equation for u as

2 . 2 A+1
—Au_—f+d1V(A+1(b— )Vu),

A+1 2
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we deduce from Riesz potential theory and from the Calderon-Zygmund theory (applied to the first and to the
second right-hand side term, respectively), for all 2 < p < oo,

2 2 A+1
IVullr < 377 IVA™ fllue + Hm-ldiv( (b— + )w)

A+1 2 -
20, 2K, A+1
h— — -
“A+1 A+1H( 2 )V“ Ly
2, Ky(A — 1)
— A+1||f||L2P/(p+2) +A7+1||V’UJHLP

where the last inequality follows from Id < b < AId. Since we have k—jr} < 1 and lim SUpP,,_,o K, <Ky =1, we

may choose pg > 2 close enough to 2 such that % < 1 holds for all 2 < p < pg. This allows to absorb the

last term of the above right-hand side, and to conclude |Vullrr Sp || fllp2e/mr2 for all 2 < p < py.

Step 2: proof of (it). We focus on the result for u, as the argument for v is very similar. A simple energy

estimate yields
J1vup < [Vusvu= [ fu< sVl

hence ||Vullpz < || fllz-1, that is, (ii) with s = 0. The result (ii) for any integer s > 0 is then deduced by
induction, successively differentiating the equation. It remains to consider the case of fractional values s > 0. We
only display the argument for 0 < s < 1, while the other cases are similarly obtained after differentiation of the
equation. Let 0 < s < 1 be fixed. We use the following finite difference characterization of the fractional Sobolev
space H*(R?): a function w € L*(R?) belongs to H*(R?), if and only if it satisfies ||w — w(- 4+ h)||r2 < K|h|* for
all h € R?, for some K > 0, and we then have ||wl|| ;. < K. This characterization is easily checked, using e.g. the
identity Hw w(-+ h)||2, = [ 1 — e 2@ (£)[>dE, where @ denotes the Fourier transform of w, and noting that
|1 — e <2 A |a| holds for all @ € R. Now applying finite difference to the equation for u, we find for all h € R?,

—div(b(- + h)(Vu — Vu(- + h))) = div((b = b(- + h))Vu) + f — f(- + h),
and hence, testing against u — u(- + h),
/|Vu—Vu( +h))? < /(Vu—Vu( ))-(b—b(-+h))Vu+/(u—u(-+h))(f—f(-+h))
< [pPlos [VullLz IVu = V(- + h)l[ez + [[f = O+ W)l g [ Ve = Vu(- + B2,

where we compute by means of Fourier transforms
If = £+ DI, 1_/|5| 21— €21 f(e) |ds</|s| 206 B2\ FE)PAE < [P FI2 0o

Further combining this with the L*-estimate for Vu proven at the beginning of this step, we conclude
IVu = Vu(- + h)|lrz S B (Plo= [Vullez + 1 Fl g-1ama-1) S RO+ Blo)If Il g-1qpe-1s

and the result follows from the above stated characterization of H®(R?).

Step 3: proof of (iii). We focus on the result for u, while that for v is easily obtained as an adaptation of [22,
Theorem 3.8]. Let 29 € R? be fixed. The equation for u may be rewritten as

—div(b(zo)Vu) = f + div((b — b(xo))Vu).

For all 7 > 0, let w,. € u+ Hg(B(wo,7)) be the unique solution of — div(b(zo)Vw,) = 0 in B(zg,r). The difference
vy i=u —w, € HY(B(zo,7)) then satisfies in B(zo,r)

— div(b(z0) Vo) = f + div((b — b(z0))Vu).
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Testing this equation against v, itself, we obtain

/IWTI2 < ’/ for +/ b — b(x0)||Vu||Vu,| < ’/ fo,
B(xo,r) B(zo,r) B(xo,r)

We estimate the first term as follows

‘ [
B(xo,r)

and hence by Riesz potential theory, for all 2 < p < oo,

] [
B(xzo,r)

The Holder inequality then yields, choosing ¢ :=

JARL
B(xo,r)

Combining the above estimates, and using the inequality 2xy < 2 + 32 to absorb the norms ||Vv,||; 2 appearing
in the right-hand side, we find

+ 7%1bles (| Vull L2 (Bwe,m) I VUr L2

_ \ / v ml(nmmf)\ <190l (e IVA (L )l
xo,T

Sp HVUTHLP/(B(QCO,T))||f||L2P/<P+2>(B(:c0,r))'

2
1—s

> 2,

2 _ 2_2 _1
Sp Ve PR fllue = 2P Vol flle = I Vorllellf oo

/ Vo2 S P20 f 1R esa-o + 72 b2 I VUl o o, -

We are now in position to conclude exactly as in the classical proof of the Schauder estimates (see e.g. [22,
Theorem 3.13]). O

The interaction force v in equation (1.7) is defined by the values of curlv and div(av). The following result
shows how v is controlled by such specifications.

Lemma 2.7. Let a,a”' € L™(R?). For all w,5¢ € H'(R?), there exists a unique dv € L?(RQ)2 such that
curl v = dw and div(adv) = 6¢. Moreover, for all s > 0, if a,a=! € W*>°(R?) and dw,d¢ € H=* N H*1(R?),
we have

160l ars < Cllowll g1 pro1 + CNOCH -1 pro—1

where the constants C’s depend only on an upper bound on s and |(a,a™1)||ws.cc.

Proof. We split the proof into two steps.

Step 1: uniqueness. We prove that at most one function dv € L?(R?)? can be associated with a given
couple (Jw,d¢). For that purpose, we assume that dv € L*(R?)? satisfies curldv = 0 and div(adv) = 0, and
we deduce v = 0. By the Hodge decompositions in L?(R?)?, there exist functions ¢, € H} (R?) such that
adv = Vo+ Vi, with Vg, Vip € L*(R?)2. Now note that A¢ = div(adv) = 0 and div(a~' V) + curl (a='V¢) =
curl dv = 0, which implies V¢ = 0 and V1) = 0, hence dv = 0.

Step 2: existence. Given dw,d¢ € H'(R?), we deduce that V(diva='V)~ 6w and V(divaV)~'6¢ are well-
defined in L?(R?)2. The vector field
Sv:=a 'V(diva V) w4+ V(divaV)T1a¢

is thus well-defined in L?(R?)2, and trivially satisfies curl dv = dw, div(adv) = 6¢. The additional estimate follows
from Lemmas 2.1 and 2.6(ii). O

As emphasized in Remark 1.2(i), weak solutions of the incompressible model (1.1) are rather defined via the
vorticity formulation (1.7) in order to avoid compactness issues related to the pressure P. Although this will
not be used in the sequel, we quickly check that under mild regularity assumptions a weak solution v of (1.1)
automatically also satisfies equation (1.1) in the distributional sense on [0,7) x R? for some pressure P : R? — R.
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Lemma 2.8 (Control on the pressure). Let a, 3 € R, T > 0, h € W1°(R?), and ¥,9° € L(R?)%. There exists
2 < qo S'1 (depending only on an upper bound on ||h||r~ ) such that the following holds: If v € Li5.([0,T);0° +
L?(R?)?) is a weak solution of (1.1) on [0,T) x R? with w := curlv € L2.([0,T); P N L% (R?)), then v actually
satisfies (1.1) in the distributional sense on [0,T) x R? for some pressure P € L%, ([0,T); L% (R?)).

Proof. In this proof, we use the notation < for < up to a constant C' depending only on an upper bound on
||(h, ¥, 0°)||Le. Let 2 < po,q0 < 1 and rg = po be as in Lemma 2.6(i) (with b replaced by a or a™!), and note
that gp can be chosen large enough so that pio + qio < 1. Assume that w € LS, ([0,7); P N L% (R?)) holds for this

choice of the exponent gp. By Lemma 2.6(i), the function
P = (—divaV) ! div(aw(—a(¥ +v) + BT +v)1))
is well-defined in L;>.([0,7); L% (R?)) and satisfies for all ¢,

1P Lo S llaw® (—a(® + v*) + B +0°) )| 200/ 400
SN+ 5 [[uellw | L2a/era + 0" = 8°[lp2]lw Lo

S @+l = 0°e2) el oo

Now note that the following Helmholtz-Leray type identity follows from the proof of Lemma 2.7: for any vector
field F' € C°(R?)?,

F =a 'Vt (diva V)™ curl F + V(divaV) ™! div(aF). (2.4)
This implies in particular, for the choice F' = w

(U +v) + B(¥ 4+ v)t),

(=
a” 'V (diva V) T div(w(a(U 4 )t + BT 4 v)))
=a 'V (diva V) curl (w(—a(¥ +v) + B(¥ +v)1))
= w(—a(¥ +v) + B(¥ +v)t) + VP. (2.5)

For ¢ € C([0,T) x R?)?, we know by Lemma 2.6(i) that (diva='V)~!curl (a=1¢) € C°([0,T); L% (R?)) and
V(diva='V) ! curl (a=1¢) € C2([0,T); L* NLP°(R?)). With the choice pio + qio < %, the L®-regularity of w then
allows to test the weak formulation of (1.7) (which defines weak solutions of (1.1), cf. Definition 1.1(b)) against
(diva='V)~tcurl (a=1¢), to the effect of

/wo(div a V) teurl (a // (diva™ Leurl (a™10s0)

// (U + )t + BT 4 v)) - V(diva V) L eurl (a7 ¢).
As by (2.4) the constraint div(av) = 0 implies v = ¢~ 'V (diva™ V) lw and v° = a~ 'V (diva™1V) 1w®, and

as by definition w € L ([0, T); L' NL*(R?)), we deduce v € L2 ([0, T); LP°(R?)?) from Lemma 2.6(i). We may
then integrate by parts in the weak formulation above, which yields

/¢ v +//5t¢ v=— // a”t¢- VE(diva V)t div(w(a(¥ 4+ v)t + B(T +v))),

and the result now directly follows from the decomposition (2.5). O

3 Local-in-time existence of smooth solutions
In this section, we prove the local-in-time existence of smooth solutions of (1.1) and of (1.2), as summarized

in Theorem 2. Note that we choose to work here in the framework of Sobolev spaces, but the results could easily
be adapted to Holder spaces (compare indeed with Lemma 4.7). We first study the non-degenerate case A > 0.
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Proposition 3.1 (Local existence, non-degenerate case). Let a, 5 € R, A > 0. Let s > 1, and let h,¥,7° €
Wetheo(R2)2, Let v° € v° + H¥(R?)? with w® := curlv®, @° := curlo® € H*(R?), and with either div(av®) =
div(av®) = 0 in the case (1.1), or ¢° := div(av®), ¢° := div(av®) € H*(R?) in the case (1.2). Then, there evists
T > 0 and a weak solution v € L>([0,T); v° + H*T1(R?)?) of (1.1) or of (1.2) on [0,T) x R? with initial data v°.
Moreover, T depends only on an upper bound on |al, |3], X, A\=1, s, (s —1)71, ||(h, ¥, 0°)||yyst1.00, [|0° —0°| s,

H(woaajoucouco)”Hs-

Proof. We focus on the compressible case (1.2), the situation being similar and simpler in the incompressible
case (1.1). Let s > 1. We set up the following iterative scheme: let vy := v°, wy = w® = curlv® and
Co := ¢° = div(av®), and, for all n > 0, given v, w, := curlv,, and (, := div(av,), we let w, 11 and (,41 solve
on Rt x R? the linear PDEs

Brwpy1 = div(wnr1 (¥ +v,)" + B(T +0n))),  Wnttli=o = &°, (3.1)
BiCnr = ADCup1 — Adiv(Cya VA) + div(awn (—a(P + v,) + S(¥ +0,) 7)), CGayali=o = C°, (3.2)

and we let v, 41 satisfy curlv,1 = wp+1 and div(avy,41) = (u1. For all n > 0, let also
tn = sup {t 2 02 [k, C)llae + Ioh = 0°llor < Co},

for some Cy > 1 to be suitably chosen (depending on the initial data), and let Ty := inf,, ¢,. We show that this
iterative scheme is well-defined, that Ty > 0, and that it converges to a solution of equation (1.2) on [0, Tp) x R?.

We split the proof into two steps. In this proof, we use the notation < for < up to a constant C' > 0 that
depends only on an upper bound on |af, |B], A, A71, s, (s — 1), [|(h, U, 0°) |lystt.00, |00 —0°| grosr, [(C°,C0)| a5
and ||(w®, @°)| g-.

Step 1: the iterative scheme is well-defined. In this step, we show that for all n > 0 the system (3.1)—
(3.2) admits a unique solution (w41, (i1, Vnt1) With w1 € LS (RY; H*(R?)), (o1 € Lis.(RT; H¥(R?)), and
Upt1 € Lis (RY; 5°+ H*H1(R?)2), and that moreover for a suitable choice of 1 < Cy < 1 we have Ty > Cy* > 0. We
argue by induction. Let n > 0 be fixed, and assume that (wp, ¢y, vy) is well-defined with w,, € LiS.(RT; H*(R?)),
Cn € LS (RY; H5(R?)), and v, € LiS.(RT;9° + HS1(R?)?). (For n = 0, this is indeed trivial by assumption.)

We first study the equation for wy, 1. By the Sobolev embedding with s > 1, v,, is Lipschitz-continuous, and
by assumption ¥ is also Lipschitz-continuous, hence the transport equation (3.1) admits a unique continuous
solution wy, 41, which automatically belongs to L, (R*;w® + H~' N H*(R?)) by Lemma 2.2. More precisely, for
all t > 0, Lemma 2.2 together with the Sobolev embedding for s > 1 yields

Orllwn il < CA+[IVoplluee)llwp 1 llms + Cllwy gl [V (v, = 9°) || as
< O+ lvy, = 0% el g [l s
Hence, for all ¢ € [0,t,], we obtain 0y ||w}, 1 ||as < CCo||w}, 1|+, which proves
it ale < €O Pz < GO,

Noting that
[w® =@l =1 < v° = 0%l < C,

Lemma 2.2 together with the Sobolev embedding for s > 1 also gives for all t > 0,
lepir =@l -1 < O+ llwngy —w®llg—1 < €+ Ctllwnpalle 2 (1 + [lvn|lLge <)
< C+ Ctllwnyallue g (1 + [lvn — 0°llLg B2),

and hence, for all ¢ € [0,,],
[whir — @l <COA+ tCp)eC ot

We now turn to (,41. Equation (3.2) (with A > 0) is a transport-diffusion equation and admits a unique
solution (41, which belongs to Li> (RT; (¢° + H~*(R%)) N H*(R%)) by Lemma 2.3(i)—(ii). More precisely, for all
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t > 0, Lemma 2.3(i) yields for s > 1
IGnsallzzs < Ce“*((I¢° ] e + llawn (¥ +vi) " + B + vn)) Lz 12
< Ce“t (14t wnllnee e (1 + [[on — 7°||Lee 1e)), (3.3)
where we have used Lemma 2.1 together with the Sobolev embedding to estimate the terms. Noting that
1€° = C®lljg-1 < flav® — av®|p2 < C,
Lemma 2.3(ii) together with the Sobolev embedding for s > 1 also gives for all t > 0,
16ni1 = Cllg—r < C+ G = Cllg— < €+ Ce“(II¢% Iz + llawn (@ + va) ™ + BT + vn)) Lz 12)
< Ce“t 1+ Y2 |wnllrge e (1 + lvn — 0°[|nee ae)-
Combining this with (3.3) yields, for all ¢ € [0,,],
Gl + 1¢hen = Cllgn < Ce“ (14 #12Co(1+ Co)) < C(1L+#12CF)e".

We finally turn to v,41. By the above properties of wy1 and (,+1, Lemma 2.7 ensures that v,41 is uniquely

defined in L{S.(RT;9° + H*1(R?)?) with curl (v! 1, —1°) = w!;; —@° and div(a(v, —0°)) = ¢}, — (° for all
t > 0. More precisely, Lemma 2.7 gives for all ¢ € [0, ¢,]

[vnt1 = 0o+t < Cllwpiy = &%l g-rame + CliGsr — Cllg-1nm
< C+Cllwpgy =@ g1 + Cllwpgallms + CliGn = Cllg-1 + CliGuga llas
< C(1 4 tCy + t1/2C2)eCC0t,

Hence, we have proven that (wpn41,Cnt1, Unt1) is well-defined in the correct space, and moreover, combining
all the previous estimates, we find for all ¢ € [0, ¢,,]

[(@hsts Chy)llare + [0 1 = 0| geer < C(1+1Co + £1/2CF)eC".
Therefore, choosing Cy = 1 4+ 3Ce® < 1, we obtain for all t < t,, A 054
l(wni1s Gorn) s + [[on41 — 7° [l ms+2 < Co,

and thus t,11 > t, ANCy 4. The result follows by induction.

Step 2: passing to the limit in the scheme. In this step, we show that up to an extraction the iterative scheme
(Wn, Cny vp) converges to a weak solution of equation (1.2) on [0,7p) x R2.

By Step 1, the sequences (wy,), and ((,), are bounded in L([0,Tp]; H*(R?)?), and the sequence (vy), is
bounded in L>°([0, Ty]; 2°4+H*T1(R?)?). Up to an extraction, we thus have w, — w, ¢, — ¢ in L°([0, Ty]; H*(R?)),
and v,, = v in L°°([0, Tp); 2° + H**1 (R?)?). Comparing with equation (3.1), we deduce that (9sw,), is bounded in
L°([0, Tp]; H*~1(R?)). Since by the Rellich theorem the space H*(U) is compactly embedded in H*~!(U) for any
bounded domain U C R?, the Aubin-Simon lemma ensures that we have w,, — w strongly in C°([0, Tp); H ' (R?)).
This implies in particular w,v, — wv in the distributional sense, and hence we may pass to the limit in the weak
formulation of equations (3.1)—(3.2), which yields curlv = w, div(av) = ¢, with w and ¢ satisfying, in the
distributional sense on [0, Tp) x R2,

O = div(w(a(¥ +v)* + B(¥ +1))),  wlho = 0w,
¢ = AN = Adiv(¢Vh) + div(aw(=a(¥ +v) + (¥ +v) 1)), Climo = C7,

that is, the vorticity formulation (1.7)—(1.8). Let us quickly deduce that v is a weak solution of (1.2). From
the above equations, we deduce duw € L([0,Tp]; H~' N H*~*(R?)) and 9;,¢ € L>([0,To); H~ N H*2(R?)).
Lemma 2.7 then implies d;v € L>([0,Tp]; H*~1(R?)?). We may then deduce that the quantity V := 9w —
AV(a='¢) + a(¥ 4 v)w — B(¥ + v)tw belongs to L2([0, Tp]; L*(R?)?) and satisfies curl V = div(aV) = 0 in
the distributional sense. Using the Hodge decomposition in LQ(R2)2, we easily conclude V' = 0, hence v €
L°([0, To); v° + HT1(R?)?) is indeed a weak solution of (1.2) on [0,Tp) x R2. O
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We now turn to the local-in-time existence of smooth solutions of (1.2) in the degenerate case A = 0; note
that the proof only works in the parabolic regime 3 = 0.

Proposition 3.2 (Local existence, degenerate case). Let « € R, 8 =\ = 0. Let s > 2, and let h € W*>°(R?),
W, 0° € Wetheo(R2)?. Let v° € 0° 4+ H¥(R?)? with w° := curlv®, @° := curlo® € H*(R?) and ¢° := div(av®),
¢° :=div(av®) € H*1(R?). Then, there exists T > 0 and a weak solution v € L>([0,T);0° + H*(R?)?) of (1.2)
on [0,T) x R?, with initial data v°. Moreover, T depends only on an upper bound on |a|, s, (s —2)7, [|h]lws.,
(W, 02 [[wesroe, [[07 = 0°[|are, 1w, &%) [ as 5 and [|(C°, ) [ gar

Proof. We consider the same iterative scheme (w,,, (,, vy,) as in the proof of Proposition 3.1, but with A = g = 0.
Let s > 2. For all n > 0, let

to = sup {¢ > 0wkl + ¢l s + 1o = 2= < G},

for some Cjy > 1 to be suitably chosen (depending on initial data), and let Ty := inf,, t,,. In this proof, we use the
notation < for < up to a constant C' > 0 that depends only on an upper bound on |al, s, (s —2)7L, [|A]|ws.,

12, westons 10° = 8%l €258 e, and [, @) -

Just as in the proof of Proposition 3.1, we first need to show that this iterative scheme is well-defined and
that Top > 0. We proceed by induction: let n > 0 be fixed, and assume that (wy,(,,v,) is well-defined with
wy, € LS (RY; H3(R?)), ¢, € LS. (RT; H1(R?)), and v, € LS (RT;0° + H*(R?)?). (For n = 0 this is indeed
trivial by assumption.)

We first study (,4+1. As A =0, equation (3.2) takes the form 9;(,+1 = —adiv(aw, (¥ + v,)). Integrating this
equation in time then yields

t
a2 < N Nprems + Ial/ lwn (W + o)l aedu ST+ + [Jon = 0%||Lge e |wnllLge me-
0

where we have used Lemma 2.1 together with the Sobolev embedding to estimate the last term. Similarly, noting
that [|¢° — C°|| -1 < [Jav® —av®||2 < C, we find for s > 1
t
61 = Cllg—1 < C 1161 = Cllg—n NIz + Ial/O [l (W + vy |2 du
ST+ A+ |lvn — 0°||ee me) lwn Lo B3
Hence we obtain for all ¢ € [0, ,]
ISnsallzes +1Ga = Cllg—1 < €+ CH1 + Co)Co < C(1+1C7).

We now turn to the study of w,11. As 8 = 0, equation (3.1) takes the form dyw, 1 = adiv(wpr1 (¥ +v,)).
For all ¢ > 0, Lemma 2.2 together with the Sobolev embedding then yields (here the choice § = 0 is crucial)

Otllwr g llzs S L+ Vol ) lwra lme + llwp i lluee || eurl (v, — 0°)| &
S (U llwplls + 1V (v, = 0°) e ) lwp [l -
By the Sobolev embedding for s > 2, we find, for all ¢ € [0, ¢,,],

Orllwpiallme < O+ llwpllas + vy, — 7% 1+)

|/, 1 llme < C(A+2C0)||w), i1l a2,

and thus
ool < flo® || 7= e“0F2C < GO0t
Moreover, noting that ||w® — @°| ;-1 < [|[v° —2°|2 < C, and applying Lemma 2.2 together with the Sobolev
embedding, we obtain
w1 = @l -1 < C+llwpyn —wll g
<O+ Ct(1+ |lunllige o) lwntalloge L2
<O+ Ct(1 + |[vn — 0°||lLse m9)

|wn+1||Lt°° L2,
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hence for all ¢ € [0, ,]
lwh sy — @[l -1 < C + Ct(1L + Co)|wns1llpee 12 < C + CCote“or.

We finally turn to v,41. By the above properties of w,+1 and (41, Lemma 2.7 ensures that v, is uniquely
defined in LS (RT; 9° + H*(R?)?), and for all t € [0,t,,)

||Ufz+1 —0°||ms < C”thz-i-l - ‘DOHHflmHsfl + CHsz-i-l - EOHHflmHS*l
<O+ Cllwpir =@l + Cllwpgallzs + CliGhsr — Cllg—1 + CllGallma
< C(1+tC3)et,

Hence, we have proven that (wpn41,Cnt1, Unt1) is well-defined in the correct space, and moreover, combining
all the previous estimates, we find for all ¢ € [0, t,,]

llwh 1 llzzs 4+ 1Ghsallze—r + 0fpq — 0°lle < C(1 4 CF)e“ "
Therefore, choosing Cy = 1 4+ 2Ce® < 1, we obtain for all t < t,, A Caz
lwhsillzs + Gl -1 + vpg1 — 0%l m= < Co,

and thus t,+1 > t, A 052. The conclusion now follows just as in the proof of Proposition 3.1. O

4 Global existence

As local existence is proven in the framework of Sobolev spaces, the strategy for global existence consists in
looking for a priori estimates on the Sobolev norms. Since we are also interested in Holder regularity of solutions,
we study a priori estimates on Holder-Zygmund norms as well. As we will see, the main key for this is to prove
a priori estimates for the vorticity w in L”(R?) for some p > 1.

4.1 A priori estimates

We begin with the following elementary energy estimates. Note that in the degenerate case A = 0, the a priori
estimate for ¢ in Li (RT;L?(R?)) disappears, which is precisely the reason why we do not manage to prove any
global result in that case. Although we stick in the sequel to the framework of item (iii), a priori estimates in
slightly more general spaces are obtained in item (ii) for the compressible model (1.2).

Lemma 4.1 (Energy estimates). Let A >0, a >0, 8 € R, T >0 and ¥ € WH(R?). Let v° € LY (R?)? be such
that w® := curlv® € PNLE (R?), and such that either div(av®) = 0 in the case (1.1), or ¢° := div(av®) € L, (R?)

in the case (1.2). Letv € L2 ([0,T) x R?)? be a weak solution of (1.1) or of (1.2) on [0,T) x R? with initial data
v°. Set ¢ := 0 in the case (1.1). Then the following hold:

(i) For allt € [0,T), we have w' € P(R?).
(ii) Localized energy estimate for (1.2): if v € L ([0, T); L2),.(R?)?) is such that w € LiZ.([0,T); L°°(R?)) and

uloc
¢ e Ly ([0,7); L%, .(R?)), then we have for all t € [0,T)
CeCUA D2, ifo=0,)>0;
uloc
122+ alllPoll ey, + ACITee < 4 Ca AN = 1) + CeXMof.  ifa>0, A>0;
Ca't+Clv°2. ifaa>0, A\=0;
uloc

where the constants C'’s depend only on an upper bound on «, |B|, A, ||hl|lwie, ||¥|lLe, and additionally
on [|[VU||Le in the case o = 0.
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(iii) Relative energy estimate for (1.1) and (1.2): if there is some ©° € W (R?)? such that v° € ©° 4+ L?(R?)?,
@° := curl7° € L*(R?), and such that either div(at°®) = 0 in the case (1.1), or ¢° := div(a®) € L*(R?) in
the case (1.2), and if v € L2 ([0,T);9° + L*(R?)), w € L2 ([0, T); L>=(R?)), ¢ € L ([0, T); L*(R?)), then
we have for all t € [0,T)

/ alvt — |2—|—a/ du/ alp — v |2w“+)\/ du/ a ¢
R2

Ct(1+a™t) + [z av® —v°)2, in both cases (1.1) and (1.2), with o > 0;
< qet(1+ fRz a|UO - °?), in the case (1.1), with oo =0
O(ec(1+kl)t —1)+ C+HA"1)t fR2 alv® — 1—)o|27 in the case (1.2), with a =0, A > 0;

where the constants C’s depend only on an upper bound on «, |B|, A, ||h|lw1.e, [[(¥,0°)||Le, [|(°lL2, and
additionally on ||@°||r2 and ||(V¥,V0°)||Le~ in the case o = 0.

Proof. Ttem (i) is a standard consequence of the fact that w satisfies a transport equation (1.7). It thus remains
to check items (ii) and (iii). We split the proof into three steps.

Step 1: proof of (ii). Let v be a weak solution of the compressible equation (1.2) as in the statement, and let
also C' > 0 denote any constant as in the statement. We prove more precisely, for all ¢ € [0,T) and z¢ € R,

/ae |lz=ol |t |2+a/ du/ae |z=2o] |u |2w"+)\/ du/ ~lele—zol)pu 2 (4.1)

eC A" fae lz=zol|y|2, ifa=0,A>0;
< Ca A7 (M — 1) + e [ae~l#=20l|v° 2] if & > 0, A > 0;
Ca~t + [ae~le=ol|y°)2, ifa>0,A=0.

Ttem (ii) directly follows from this, noting that

191y, = sup_ [ el p(a) s

zo€ER

holds for all 1 < p < co. So it suffices to prove (4.1). Let 2o € R? be fixed, and denote by x(z) := e~1*=%0l the
exponential cut-off function centered at xg. From equation (1.2), we compute the following time-derivative

8t/ax|vt|2 = 2/ax()\V(a71Ct) —a(¥ + o' + BT + oh) W) o,
and hence, by integration by parts with |[Vy| < ¥,
Bt/ax|vt|2 = —2)\/a71x|ct|2 - 2)\/Vx ¢t — 2a/ax|vt|2 b+ 2/ x(—a¥ + gut) vl
< —2/\/aflx|ct|2 + 2/\/X|Ct||vt| - 2o¢/ax|vt|2wt + 2/@)((—04\1/ + BT - wlwl, (4.2)
First consider the case o > 0. We may then bound the terms as follows, using the inequality 2zy < 22 + y?2,
o [P < =21 [P+ 2a [ ellet] - 2a [ axfotPut+ 20 [axdo'le!

< —)\/a_lx|ct|2+)\/ax|vt|2 —a/ax|vt|2wt+0a_1/axwt.
—

<c

As w' is nonnegative by item (i), the first and third right-hand side terms are nonpositive, and the Grénwall
inequality yields [ax|v![* < Ca™ A7 (eM — 1) + e [ax|v°? (or [ax|v!|* < Ca™tt+ [ax|v°|? if A =0). The
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above estimate may then be rewritten as follows
o [axtoPut 2 [am ¢ < Cat o [axletP -0 [ axlo'P
< Ca~leM + )\e’\t/ax|vo|2 - 8t/ax|vt|2.
Integrating in time yields

T T
a/ dt/ax|vt|2wt+)\/ dt/a_l)(|Ct|2 < Ca A e M - 1)—i—e)‘T/0LX|v°|2 —/(IX|’UT|2,
0 0

so that (4.1) is proven for @ > 0. We now turn to the case @« = 0, A > 0. In that case, using the following Delort
type identity, which holds here in Lg%, ([0, T); W, " (R?)?),

wo =a ¢t — %|v|2VJ‘h —a Y(div(aS,))™T, Sy i=v®@v— %|v|2 Id,
the estimate (4.2) becomes, by integration by parts with |Vx| < x,
0 [[axtv < -2 [a e+ 2x [ xIgtlet] - 20 [axfet Pt +2 [ x(-at + 5t (o)
— /ax(—a\I/ + L) - VAP + 2/ax(av\lfL +BVU) : Sy + 2/ax|a\1/l + BY||Sye |,
and hence, noting that |S,:| < Clvt|?, and using the inequality 2zy < 22 + 32,
0 [P < -2 [am P+ 20 [l - 20 [ axfout+ € [ aet?
< [aePacasa [agel.

The Gronwall inequality yields fax|vt|2 < eCHA)E fax|v°|2. The above estimate may then be rewritten as
follows:

e R N ey
< C(1+ A1l / ax|v°? - 9, / ax|v'[2.

Integrating in time, the result (4.1) is proven for @« = 0. (Note that this proof cannot be adapted to the
incompressible case (1.1), due to the lack of a sufficiently good control on the pressure p in (1.1) in general.)

Step 2: proof of (i) for (1.2). We denote by C' any positive constant as in the statement (iii). From
equation (1.2), we compute the following time-derivative

8t/a|vt —°P = 2/a()\V(a_1Ct) — (U 4 v )w! + BT 4+ vt W) - (v = 5°),
or equivalently, integrating by parts and suitably regrouping the terms,
8t/a|vt —°P = —2/\/a_1|ct|2 + 2)\/a‘1<t§‘° - 2a/a|vt — 7°|2wt (4.3)

+ 2/@(—04(\11 +7°) 4+ BT 4+ 7°)L) - (v — 7°)w!.

23



First consider the case o > 0. We may then bound the terms as follows, using the inequality 2zy < z2 + y2,

8t/a|vt—17°|2 < —2)\/a_1|<t|2+2)\/a_1<tz° —2a/a|vt—6°|2wt—|—20/a|vt—17°|wt
S_)\/a—llct|2+)\/a—1|€o|2_a/alvt_?jo|2wt+ca—l

Applying the Gronwall inequality as in Step 1, item (iii) easily follows from this in the case o > 0. We now turn
to the case @ =0, A > 0. In that case, we rather rewrite (4.3) in the form

8t/a|vt T = —2)\/a71|§“t|2+2)\/a71Ct§° —2a/a|vt — 7°Pw!
+2 [ a(=alW+0%) 4 B+ 07 (0 = 07)w' ~ @)+ 2 [ a(-al¥+0°) 4 BT + 5 (o~ 07)a

so that, using the following Delort type identity, which holds here in L2 ([0, T); W, 1! (R2)?),

loc
(w—a)v—-2°)=a"(¢-C)(w—2°)*t — %|v —7°)°V+h — a7 (div(aS,_g )t

we find by integration by parts

8t/a|vt —7°]2 = —2/\/a71|Ct|2—|—2/\/0flth° —2a/a|vt—17°|2wt
+ 2/(—a(\lf +7°) + BT 4+ ) 1) - (vF = %) (¢ - C°) - /a(—a(\IJ +9°) 4+ (T 4+ 5°)1) - VRl — 5°)?
2/aV(a(\I/ + %) 4 BV +0°)) : Syt _go + 2/a(—a(\lf +7°) + BT 4+ 5°)) - (vf — 7°)@°.

We may then bound the terms as follows, using the inequality 2zy < z2 + y?2,

o [[alt — o < -2 [a P4 2n [ CC] - 20 [ alot o0t
+C/|vt—ﬁo||ct|+0/|Ut—60||§°|+0/a|vt—60|2+C/a|vt—6°w
< —/\/cfl|<t|2 + O/cf1|c_°|2 + C/ |@°|?> + C(1 + A*l)/a|vt —°)2
Ttem (iii) in the case a = 0 then easily follows from the Gronwall inequality.

Step 3: proof of (iii) for (1.1). We denote by C' any positive constant as in the statement (iii). As the identity
v—10° = a1V (diva V) }(w — @°) follows from (2.4) together with the constraint div(av) = 0, and as by
assumptlon v—1° € L2.([0,T); L(R?)?), we deduce w —@° € LE ([0, T); H~'(R?)) and (diva~'V) }(w—-&°) €

LY .([0,T); H'(R?)). In particular, this implies by integration by parts

/a|v _ P = /a-1|V(div a1V w — ) = /(w %) (= diva V) (w— &), (4.4)

From equation (1.7), we compute the following time-derivative
/(w @) (= diva V) Hw - @°)

/V (diva V) (w —@°) - (¥ 4+ v)F + BT +v))w

- 2/a(v — o)t (a(v — ) B — %) + a4+ %)+ A %))
- 2a/a|v —7° 2w — 2/aw(v — )t (a(T +7°)t + B(T +7°)).
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Combining this with identity (4.4), we are now in position to conclude exactly as in Step 2 after equation (4.3)
(but with ¢,¢° =0). O

The energy estimates given by Lemma 4.1 above are not strong enough to prove global existence. The key is
to find an additional a priori LP-estimate for the vorticity w. We begin with the following LP-estimate. Note that
unfortunately the same kind of argument does not work in the mixed-flow compressible case (that is, (1.2) with
a >0, 3+#0), as it would require a too strong additional control on the norm ||¢?|;»+1. This is why this case is
excluded from our global results.

Lemma 4.2 (LP-estimates for vorticity). Let \,a >0, B € R, T > 0, h,¥ € WH>*(R?), v° € L>®(R?)?, and
v° € 7° + L*(R?)?, with w° := curlv® € P(R?), @° := curlo® € P NL>®(R?). In the case (1.1), also assume
div(av®) = div(av®) = 0. Let v € L2.([0,T);5° + L2 NL>*(R?)?) be a weak solution of (1.1) or of (1.2) in
[0,T) x R? with initial data v°, and with w := curlv € LS. ([0,7); PNL*(R?)). For all1 <p < oo andt € [0,T)

(i) in the case (1.1) with a >0, § € R, we have

Lo+ e+l

a(p—1 L/p
(222) Il e 4 1l < 1l + G, (15)

where the constant C, depends only on an upper bound on (p — 1), a, a7, B8], T, [|(h,¥)||w1.,
[(°,&°)[lLee, and on |lv® —0°([r2;

(i) in both cases (1.1) and (1.2) with « >0, 8 =0, X\ > 0, the same estimate (4.5) holds, where the constant
Cyp = C depends only on an upper bound on o, T, and on ||(curl U)~||pe.

Proof. Tt is sufficient to prove the result for all 1 < p < oo. In this proof, we use the notation < for < up to a
constant C' > 0 as in the statement but independent of p. As explained at the end of Step 1, we may focus on
item (i), the other being much simpler. We split the proof into three steps. Set 6° := div©°, § := dive. In the
sequel, we repeatedly use the a priori estimate of Lemma 4.1(i) in the following interpolated form: for all s < ¢
and ¢t € [0,T)

ot fle < w195 w2777 = [t 2/ (4.6)

Step 1: preliminary estimate for w. In this step, we prove that for all 1 < p < oo and all t € [0,T)
ap = DI s + 10 B < J?ls + O = DE + ol i) ol 7 (4.7)
Using equation (1.7) and integrating by parts we may compute
0 [ @ =p [t vt (@ + o) + 50 + 1)

=—p(p—1) /(wt)p*Wt (T + )+ BT + oY)

== 1) [ VP (@@ o)+ B )

(p—1) /(wt)p div(a (¥ + v')" + BT + 1)),

Using the constraint div(av) = 0 to compute div(avt + Bv) = —aw + Bdivv = —aw — BVh - v, we find
p-170 [ <o [yt ro [@ras )

<—a [@P 400+ =) [0,
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By interpolation (4.6), we obtain
a / @ 4 (p— 1)1, / WP < O+ ot =) 7517,

and the result (4.7) directly follows by integration with respect to ¢ and by the Holder inequality. Note that in
the case of item (ii) we rather have

o [yt + =070 [ < al(emt 9 s [ < al (el (fer) T

from which the conclusion (ii) already follows.

Step 2: preliminary estimate for v. In this step, we prove for all 2 < ¢ < oo and ¢ € [0,T)
ol S 1+ (1= 2/g) " 2|11 10g" /(2 + [[w! ). (4.8)

Let 2 < ¢ < oo. Note that v —1° = VEAT! (! —w®) + VATH(G" — 6°). By Lemma 2.4(i) for w := w’ —@° and
Lemma 2.4(ii) for w := 6" — 0° = div(v' — ©°), we find
[ [l < [19°]lLee + IVATH W' = &°)|lLe + [[VATHO" = 6°) L
S1+(1—2/¢) o’ — @2 log* (2 + ||w' — @[l o)
+ 10" = 6°|[2Tog" (2 + 16" — 0°||2 <) + [0 — 27|12

Noting that 6! — §° = —Vh - (v! — 9°), using interpolation (4.6) in the form |jw!||j> < ||wt||quq/2, and using the a
priori estimates of Lemma 4.1 in the form |[vf — 0°[|;2 + [|w!||11 S 1, we obtain

o'l < (1= 2/q) 2w/ 1og"/*(2 + [|w'||a) +log/*(2 + [|v" — 5°[|u=),

~

and the result follows, absorbing in the left-hand side the last norm of v.

Step 3: conclusion. Let 1 < p < co. From (4.8) with ¢ = p + 1, we deduce in particular

_ 141 _ 3(1+1
! lie S 1+ (1= 1/p) 72wt 1257 10g (2 + [w! o) S (1= 1/p) "2 (1 + ! £,

and hence, integrating with respect to ¢ and combining with (4.7),

1 3(1+1/p) -1
a(p = DIwlPFL s + 101 < 0?2 + Cp(L+ Il T ) w22 .,
p+3
Lf+1 Lp+1°

o —1
< |lw°||Z, + Cplw|P, 47 ., + Cpllw]

Lf+1 Lp+1

We may now absorb in the left-hand side the last two terms, to the effect of

alp—1) +1
THWHZL§)+1 p+1 + ”th:EP S HWOHZI:P + C;Z))v
where the constant C), further depends on an upper bound on (p — 1)~!, and the conclusion follows. O

Inspired by the work of Lin and Zhang [29] on the simplified equation (1.4), we now exploit the very particular
structure of the transport equation (1.7) to deduce in the parabolic case an a priori LP-estimate for the vorticity
w through its initial L'-norm only. Note that the same estimate holds in the mixed-flow incompressible case with
a constant. This strengthening of Lemma 4.2 is the key for global existence results with vortex-sheet data. In
items (i)—(ii) below, we further display what can be obtained from this ODE method in other regimes, but the
conclusion is then weaker than that of Lemma 4.2.
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Lemma 4.3 (LP-estimates for vorticity, cont’d). Let A > 0, a > 0, 8 € R, T > 0, and h, ¥,v° € WH°(R?)2,
with w° := curlv® € PN COR?). Set ¢° := div(av®), and in the case (1.1) assume that div(av®) = 0. Let
v € WL([0,T); W2 (R?)?) be a weak solution of (1.1) or of (1.2) on [0,T) x R? with initial data v°. For all
1<p<ooandtel0,T), the following hold:

(i) in both cases (1.1) and (1.2), without restriction on the parameters,
o . p— 1
ol < il i { exp (£ €+ Ol o + CIBNTAI ol o))
p—1
exp [L2 (04 C14 ClallGlhy o + CallPhlh ol )]

(ii) in the case (1.1) with either =0 or a =0 or h constant, and in the case (1.2) with 8 =0, we have
lw'lLe < Ce*lw?||Lrs

(iii) given o > 0, in the case (1.1) with either B =0 or h constant, and in the case (1.2) with =0, we have

1-1/p
lw e < ((at)fl + CcfleCt) ;

where the constants C'’s depend only on an upper bound on «, |8, and on ||(h, ¥)||p1.c.

Remark 4.4. In the context of item (iii), if we further assume ¥ = 0 (i.e. no forcing), then the constant C in
Step 2 of the proof below may then be set to 0, so that we simply obtain, for all 1 < p < oo and all £ > 0,

1/p
[w'lLe < </ [we P (1 + atw°)1p> < (oét)*(lfl/ﬁo)7

without additional exponential growth.

Proof. We split the proof into two steps, and we use the notation < for < up to a constant C' > 0 as in the
statement.

Step 1: general bounds. In this step, we prove (i) (from which (ii) directly follows, noting that a constant
implies Vh = 0). Let us consider the flow

O (2) = —a(¥ +0") - (@' (@) = BT +0") (¢ (2), P (@)|e=0 = 2.
The Lipschitz assumptions ensure that 1 is well-defined in W,">°([0, T); W>°(R?)?). As w satisfies the transport

loc

equation (1.7) with initial data w® € C°(R?), the method of propagation along characteristics yields
w'(z) = w((¥") 7 (@) det V(') 7! (@) = w® (") 7! (@))] det Vo' (") 7" ()7,
and hence, for any 1 < p < oo, we have
[l = [l (@) @)pldet vl (@) @) o = [ et @P|det Vo @) e, (49)

while, for p = oo,
lwlLoe < [lw® ([ [l (det V') =

Now let us examine this determinant more closely. By the Liouville-Ostrogradski formula,

| det Vo (z)| 7! = exp (/Ot div (oz(‘lf + v 4+ B(T + v“)) (1/}“(x))du> . (4.10)

A simple computation gives

div(a(v))* + o) = —acurlv! 4+ Bdive’ = —aw! 4+ Ba= ¢! — VA -0, (4.11)
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hence, by non-negativity of w,
div(a(v)* + Bv") < [Bllla™ L= 1"l + Bl VAllLe [0 |
We then find
| det V' (2)| 7" < exp (ta] curl ¥[Le + ¢]B]]| div ¥l + [B[la™ L= lILi Lo + [BlIVAIL 0]l o),

and thus, for all 1 < p < o,
. —1 :
lwi e < [|w®||Le exp {pT (tozH curl Ul + ¢8| div (|1, (4.12)

+ 1Bl e ¢y = + |ﬂ|||Vh||L°°HU”L,}L°°)]
On the other hand, noting that

Oh(V! () = =Vh(¥'(2)) - (@(¥ + ") + B(¥ +0") (' (x)),
we may alternatively rewrite
div(a(v)t + Bv") (¥ (z)) = (— aw’ + Ba~ !¢t — BVR - 0') (¥ (2)) (4.13)
= 0ih(¥'(2)) + (= aw’ + Ba™ ¢! —aVEh v + Vh - (aT* + 1)) (¢ (2)).
-1

Integrating this identity with respect to ¢t and using again the same formula for | det V4)*|~!, we obtain

o p— 1 . —
loflLe < flwlLe exp [T(MH curl ¥ + ¢8| div ¥l + |B][la™" |uee ¢l o (4.14)
+ 2/l + tla+ [BDIVA[|Le= ([~ + ol VA[[L< o]l Lm)]

Combining (4.12) and (4.14), the conclusion (i) follows.

Step 2: proof of (iit). It suffices to prove the result for any 1 < p < oo. Let such a p be fixed. Assuming either
£ =0, o0r (=0 and a constant, we deduce from (4.9), (4.10) and (4.11)

[t = [l e (-1 [ (a(w 09+ 50 +09) 0
< Ot / |w (2)|P exp ( —alp—1) /0 t w“(1/1“(x))du) dz. (4.15)

Let z be momentarily fixed, and set f,(t) := w’(¢'(z)). We need to estimate the integral fo fz(u)du. For that
purpose, we first compute 0y f,: again using (4.11) (with either § = 0, or ( = 0 and a constant), we find

Ocfo(t) = div(w' (a(¥ +0") " + B(¥ +0"))) (9" (2)) = Vo' (¢ (@)) - (a(¥ + ") + B(¥ + ") (¥ (2))
= w'(¢"(2)) div(a(¥ +v')* + BT +0"))) (¥ (2))
—a(w! (¥ (2)))? + (—aw’ cwrl ¥ + fw’ div ¥) (4" (z)),
and hence
O fe > —afi — Cfe.

We may then deduce f, > g, pointwise, where g, satisfies

0ge = —ag? —Cgyy,  92(0) = f2(0) = w().

A direct computation yields
Ce e ()
9z (t) = —Ct),,y0 )
C+a(l —e “Hwe(x)
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and hence . .
/ Jo(u)du > / gz (u)du = a~ ' log (1 +aC™ (1 - e_Ct)wo(x)>.

Inserting this into (4.15), we obtain for all ¢ > 0

1—
/|wt|p<ec(p bt /|w (140071 (1= e et (@) de

Ca—1eCt\ P71 Ca~—1eCt\ P71
= (ﬁ) /|w (@)ldz = (ﬁ) :
The result (iii) then follows from the obvious inequality e“*(1 —e=“)~1 < et + 14 (Ct)~! for all t > 0. O

In the following result, we examine the regularity of v and of the divergence ¢ that follows from the boundedness
of the vorticity w.

Lemma 4.5 (Relative LP-estimates). Let A > 0, a >0, B € R, T > 0, h, ¥,1° € WH*(R?)2, and v° € v° +
L?(R?)?, with w® := curlv® € P(R?), @° := curl5° € PNL>(R?), and with either div(av®) = div(av®) = 0 in the
case (1.1), or ¢° := div(av®), ¢° := div(av°) € L*NL>(R?) in the case (1.2). Let v € LS. ([0,T); v° 4+ L*(R?)?) be
a weak solution of (1.1) or of (1.2) on [0,T) x R? with initial data v°, and with w := curlv € L*°([0, T]; L= (R?)).
Then we have for all t € [0,T)

ISz e <€ div(e’ = 2%) 2> <€, o'l < C

where the constants C’s depend only on an upper bound on o, |B], X, X\™1, T, [[hllwree, [[(¥,0°)][Lee, |0° —0°ly2,
ool ares, [1(€% ¢ ares, lwllLse v, and additionally on ||(V¥,V©°)||Le (resp. on o) in the case o =0
(resp. o> 0).

Proof. In this proof, we use the notation S for < up to a constant C' > 0 as in the statement, and we also set
0 := div v, 0° := div°. We may focus on the case of the compressible equation (1.2), the other case being similar
and simpler. We split the proof into three steps.

Step 1: preliminary estimate for v. In this step, we prove for all t € [0,7T),
[Vl S 1+ 116" = 62 log! /2 (2 + [|6" — 0°||1.2 1 1.00)- (4.16)
Note that v’ — 7° = VLA Hw! — ©°) + VA0 — 6°). By Lemma 2.4(i)-(ii), we may then estimate
[0" = °|p < [VATHw' = &°)[JLe + [VATHO - 6°) ||
S o' = @°l2 log! 2 (2 + [|lw' — @l )
+ 160" = 6°[|2 log (2 + 16" — 6z ) + [0 — 2°)I1e,

so that (4.16) follows from the a priori estimates of Lemma 4.1 (in the form [[v* — 2°||p2 + [|w!||r,r < 1) and the
boundedness assumption on w.

Step 2: boundedness of 6. In this step, we prove |67 — 0°||; 2~ < 1 for all ¢t € [0,7). We begin with the
L2-estimate. As  satisfies the transport-diffusion equation (1.8), Lemma 2.3(i) with s = 0 gives

¢ e S 168l + llaw(—a(¥ +v) + B(¥ +v)*) Lz 12
S1+|wlleer=llv—0%[Lee L2 + [[wllee L2 [[(, 0°)||Lee,
and hence [|¢*[|;> < 1 follows from the a priori estimates of Lemma 4.1 (in the form [[v* — 7°[| 2 + [w'|lr < 1)
and the boundedness assumption for w. Similarly, for ' = a='¢* — Vh - v, we deduce [|6" — 0°||;2 < 1. We now
turn to the L°°-estimate. Lemma 2.3(iii) with p = ¢ = s = oo gives
¢ e S NIC% NI + llaw(—a(P +v) + B(¥ + v) ") |Ly L=
S 1+ llwlige Lo (1 + [Jvllee Lee), (4.17)
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or alternatively, for ' = a=¢* — Vh - 0?,

107l S 1+ [0l + [lwllzge Loe (1 + [ollzge Loe).
Combining this estimate with the result of Step 1 yields

16| S 1+ (16" = 612 log"/*(2 + (|6 — 6°||12 )

+ flwlliz e (1418 = 0° (| 12 log™ 2 (2 + 116 = 6° e (12 1) ).

Now the boundedness assumption on w and the L-estimate for # proven above reduce this expression to
16%|Lee S 1 +10g"*(2 + [0 pe ).

Taking the supremum with respect to ¢, we may then conclude ||6*||L~ < 1 for all ¢ € [0,T).

Step 3: conclusion. By the result of Step 2, the estimate (4.16) of Step 1 takes the form [[v!||L~ < 1. The
estimate (4.17) of Step 2 then yields ||¢*||L= < 1, while the L?-estimate for ¢ has already been proven in Step 2. [

4.2 Propagation of regularity

As local existence is established in Proposition 3.1 only for smooth enough data, it is necessary for the global
existence result to first prove propagation of regularity along the flow. We prove it here as a consequence of the
boundedness of the vorticity w. We begin with Sobolev H®-regularity, and then turn to Holder regularity.

Lemma 4.6 (Conservation of Sobolev norms). Let s > 1. Let A\ > 0, « > 0, 8 € R, T > 0, h,¥,0° €
Wetheo(R2)2 ) and v° € ° + L*(R?)?, with w° := curlv®,@° = curle® € PN H(R?), and with either
div(av®) = div(av®) = 0 in the case (1.1), or ¢° = div(av®),(° = div(av°) € H*(R?) in the case (1.2).
Let v € L>([0,T]; v° + H*T1(R?)2) be a weak solution of (1.1) or of (1.2) on [0,T) x R? with initial data v°.
Then we have for all t € [0,T)

o e <C N ms <C 0" = °lgens <O, [Vl < C,
where the constants C’s depend only on an upper bound on s, (s —1)~%, «, |B], A, AL, T, [|(h, ¥, 0°)||ypyst1.00,

[v° — ©°|L2, [[(w®,@°,¢°, CO)|las, |wllLse oo, and additionally on a~" in the case o> 0.

Proof. We set 0 := divo, #° := dive®. In this proof, we use the notation < for < up to a constant C' > 0 as in
the statement. We may focus on the compressible case (1.2), the other case being similar and simpler. We split
the proof into four steps.

Step 1: time-derivative of ||w| gs. In this step, we prove for all s > 0 and ¢ € [0,T)
Ocllw e S (14 [V Lo ) (X + |l 2+) + 116" — 0°]| -

Lemma 2.2 with p = w, w = (¥ +v)* + (¥ +v) and W = a(¥ + v°)* + B(¥ + v°) yields
Ol e A+ [V luoe)|w'l| s + (@llw’ — @ ms + [BI16° = 0°[| e | [
+ ez + (1 + aflw [l + B0 [Loe) | |2
and the claim then follows from Lemma 4.5 and the boundedness assumption on w.
Step 2: Lipschitz estimate for v. In this step, we prove for all s > 1 and ¢t € [0,T)
IVof||Lee S log(2 + [lw'|[ms + (167 — 6%l 2. (4.18)

Since vt — 7° = VAT wt — ©°) + VA0 — 0°), Lemma 2.4(iii) yields, together with the Sobolev embedding
of H? into a Holder space for any s > 1,

V(' =)l < IV2PATHw" = @)L + [V2ATHO" = 0°)||L~
S llw" = @°lL= log(2 + |w’ — @°[|a+) + [|w’ — @°|p.s
+ 116" — 0°||Loe log(2 + [[6" — 0°[|1z+) + (16" — 6° 12,
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and the claim (4.18) then follows from Lemma 4.1(i), Lemma 4.5, and the boundedness assumption on w.
Step 3: Sobolev estimate for §. In this step, we prove for all s > 0 and ¢ € [0,T)
0" — 0%l s S 1+ ||w|lLse are- (4.19)
As ( satisfies the transport-diffusion equation (1.8), Lemma 2.3(i)—(ii) gives, for all s > 0,
1€ e S N1¢° 722 + law(—a(® +v) + BT +0) )|z -
Using Lemma 2.1 to estimate the right-hand side, we find, for all s > 0,
¢ e S 1+ flaw(—a(v = 0°) + B(v = 0°)1)[|Lz o + [law(—a(¥ +0°) + B(¥ +0°) )Lz e
S 1+ wllie v flv = 0%llez ge + lwllez g llv — 2°[lLge Lo
Fllwllrz 2 (1 + [10°]lwe.ee) + [lwllrz m= (1 + [|[0%]|Lee),
and hence, by Lemma 4.5 and the boundedness assumption on w,
1€ as S 1+ lwllge s + v — 0| e (4.20)
Lemma 2.7 then yields for all s > 0,
¥l ae S 1+ llwllee e + lw = @Ml 1oy + 1S = Sl (rr-rnzary-
Noting that ||(w—@°, ¢ —(°)||g-1 < |lv—9°||L2, and using Lemma 4.1(iii) in the form ||v — v°||;2 < 1, we deduce
¢ 1 ms S 1+ llwllige e + [1€C]ILge ot

Taking the supremum in time, we find by induction [|([|re e S 1+ [lwllLge mre + [|C][1ee 12 for all s > 0. Recalling
that Lemma 4.5 gives ||67 — 6°||> < 1, and using the identity 6! = a='¢* — Vh - v?, the claim (4.19) directly
follows.

Step 4: conclusion. Combining the results of the three previous steps yields, for all s > 1,

Ocllw' |l e < (L+ llw'llm=)log(2 + lw | = + 16" = 6°[[ =) + 10" — 6°]| 1=
S A+ lw'llae)log(2 + [lwllige &) + l|wllLge ae,

hence

Ollwllrze e < sup Opflwllars < (14 [lwllige o) log(2 + [[wllLge m),
0,2]

)

and the Grénwall inequality then gives ||w|| e grs < 1. Combining this with (4.18), (4.19) and (4.20), and recalling
the identity v* — v° = VLA (w! — ©°) + VATL(0! — 6°), the conclusion follows. O

We now turn to the propagation of Holder regularity. More precisely, we consider the Besov spaces C%(R?) :=
B3, . (R?). Recall that these spaces coincide with the usual Holder spaces C*(R?) only for non-integer s > 0 (for
integer s > 0, they are strictly larger and coincide with the corresponding Zygmund spaces).

Lemma 4.7 (Conservation of Holder-Zygmund norms). Let s > 0. Let A > 0, « > 0, 8 € R, T > 0, and
h,¥,v° € C:THR?)? with w° = curlv® € P(R?), and with either div(av®) = 0 in the case (1.1), or (° =
div(av®) € L*(R?) in the case (1.2). Let v € L>([0,T]; CH1(R?)?) be a weak solution of (1.1) or of (1.2) on
[0,T) x R? with initial data v°. Then we have for all t € [0,T)

Cs ch ||<t|

oo’ 0: <C |l <€

where the constants C’s depend only on an upper bound on s, s~', a, |B|, \, A1, T, [ (hy W, v°) [ gs+15 1€°]L2,
[wlrse Lo, and additionally on o' in the case o > 0.
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Proof. We set 0 := divw. In this proof, we use the notation < for < up to a constant C' > 0 as in the statement.
We may focus on the compressible equation (1.2), the other case being similar and simpler. We split the proof
into four steps, and make a systematic use of the standard Besov machinery as presented in [5].

Step 1: time-deriwative of ||w'||cs. In this step, we prove, for all s > 0 and t € [0,7),

Orlw’]

cs S (14 ||

o)A+ IVl nosr) + 116

Cs-

The transport equation (1.7) has the form dyw! = div(w'w!) with w! = a(¥ + ')+ + (¥ + v!). Arguing as in |5,
Chapter 3.2], we obtain, for all s > —1,

Orllw'llcs S llw'|

o [|[ V' || nos—t t [|w? div w||cs.

Using the usual product rules [5, Corollary 2.86], for all s > 0,

Orlw']

t| dithHLoo

: c: + ']
os (14 IV | e oem1) + [l [l (1 +

Cs S lw

S llw']

o[Vl nes-1 + ! |Lee || div w!|

c:
cs + 167

||

C: )a
and the result follows from the boundedness assumption on w.

Step 2: estimate for Vov'. In this step, we prove, for all s > 0 and ¢ € [0,7T),

IVl nezt S lwllgz-r + 16" os-r +log(2 + [lw'llcs + 116 c2)-

Since v* —v° = VIAH(w! — w®) + VATL(H? — 0°), Lemma 2.5(ii) yields for all s € R,
190 g S 1+ o = @l st + 10° = 8l sty
and thus, noting that [|(w —w®,0 —0°)| ;-1 < ||v — v°[|12, and using Lemma 4.1(iii) in the form |jv —v°[|;2 <1,

Vo'l gt S T+ lw'llge-r + 1167]

Cf71 .

Arguing as in Step 2 of the proof of Lemma 4.6 further yields, for all s > 0,

Vo' [lLee < log(2 + |||

oz + 16" = 6°]

Cf)a
so the result follows.

Step 3: estimate for 0. In this step, we prove, for all s > —1 and t € [0,7),
10°c: S 1+ llwllge oo
As ( satisfies the transport-diffusion equation (1.8), we obtain, for all s > —1, arguing as in [5, Chapter 3.4],

1€ e: S 11¢6°

cs + law(—a(¥ +v) + B(¥ + v)l)”Lfo o1

and thus, by the usual product rules [5, Corollary 2.86], the boundedness assumption on w, and Lemma 4.5, we
deduce, for all s > —1,

I¢"]

c: S 1+ [wllpee o nez—1) 1+ vllue L) + lwllige oo (14 ([0l oo (o0 noz—1))

ST wlie cor + 0llig g1y

or alternatively, in terms of ¢ = =1t — Vh -0,

16°]

cx S nes + 10 lue nes S 1+ lwllpe go-1 + vl o
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Decomposing vt —v° = VLA (wf —w®) + VA0 — 6°), using Lemma 2.5(ii), and again Lemma 4.1(iii) in the
form [[(w —w®,0 —6°)[| -1 < ||lv—v°|2 $ 1, we find

[0']les ST+ W' =@l gornge— +110° =0l g-1nce—r STH W g1 + 10" g1,
and hence
10llLge oz S 1+ [wllpee ot + 10l 00 o1

If s <1, then we have || - | gs-1 < || - [l so that the above estimate, the boundedness assumption on w, and
Lemma 4.5 yield [|0]|Lec ¢: < 1. The result for s > 1 then follows by induction.

Step 4: conclusion. Combining the results of the three previous steps yields, for all s > 0,

o S (14 wlige o) ([wllpee oot + 10llpge ox—r +log(2 + ']

cs + (6]

Ollwllge s S?urfatl\WI cz)) + 110llese o
0,

S (U [wllig es)([@llpe os-r +108(2 + [lwllege c:))-

If s <1, then we have || - || s-1 < || - [lLe, so that the above estimate and the boundedness assumption on w yield
Ol|wllree o5 S (14 [[wllLee ¢2) log(2 + [|wl|Lee ¢s), hence |w|[ree ¢ S 1 by the Gronwall inequality. The conclusion
for s > 1 then follows by induction. O

4.3 Global existence of solutions

With Lemmas 4.6 and 4.7 at hand, together with the a priori bounds of Lemmas 4.2 and 4.3, it is now straight-
forward to deduce the following global existence result from the local existence statement of Proposition 3.1.

Corollary 4.8 (Global existence of smooth solutions). Let s > 1. Let A > 0, « > 0, 8 € R, h,V,0° €
Wstheo(R2)2) and v° € ©° 4 L*(R?)?, with w® := curlv®,&° := curlv® € PNH*(R?), and with either div(av®) =
div(av®) = 0 in the case (1.1), or ¢° := div(av®),(° := div(av®) € H*(R?) in the case (1.2). Then,
(i) there exists a global weak solution v € Lis, (RT;9° + H*TH(R?)?) of (1.1) on RT x R? with initial data v°,
and with w = curlv € LiS (RT; P N H*(R?));

loc
(ii) if B =0, there exists a global weak solution v € LiS. (RT;0° + H5TL(R?)?) of (1.2) on RT x R? with initial
data v°, and with w := curlv € LS. (RT; P N H*(R?)) and ¢ := div(av) € LiS (RT; H*(R?)).

loc

Proof. We may focus on item (ii), the first item being completely similar. In this proof we use the notation ~ and
< for = and < up to positive constants that depend only on an upper bound on a, a1, |B], A, A71, s, (s —1)7 1,
[[(h, 0, %) [wresr.oc, [[0° = 0°12, [[(w®, @0, €%, C°) |l are. )

Given 7° € W*+1(R?)2 and v° € 9°+L*(R?)? with w°®, @° € PNH*(R?) and ¢°, ¢° € H*(R?), Proposition 3.1
gives a time 7' > 0, T ~ 1, such that there exists a weak solution v € L>([0, T); 9°+ H*(R?)?) of (1.2) on [0, T) xR?
with initial data v°. For all ¢ € [0,T), Lemma 4.3(ii) (with 8 = 0) then gives |w'||L~ < 1, which implies by
Lemma 4.6

e l[re + ¢ s + llv* = 0% e S 1,

and moreover by Lemma 4.1(i) we have w’ € P(R?) for all ¢t € [0,7). These a priori estimates show that the
solution v can be extended globally in time. [l

We now extend this global existence result beyond the setting of smooth initial data. We start with the
following result for L2-data, which is easily deduced by approximation. (Note that, for a = e smooth, it is not
clear at all whether smooth functions are dense in the set {(w, z) € WH>(R?)? x L*(R?) : 2z = div(aw)}, which
thus causes troubles when regularizing the initial data; this problem is solved e.g. by assuming that the reference
map v° further satisfies @°, (° € H*(R?) for some s > 1, as we do here.)

Corollary 4.9 (Global existence for L?-data). Let A >0, a >0, B € R, h, ¥ € WH®(R?)2. Let 1° € W (R?)?
be some reference map with &° = curlv® € PN H*(R?) for some s > 1, and with either div(av®) = 0 in the
case (1.1), or (° := div(av®) € H*(R?) in the case (1.2). Let v° € ©° +L*(R?)?, with w® := curlv® € PNL*(R?),
and with either div(av®) = 0 in the case (1.1), or ¢° := div(av®) € L*(R?) in the case (1.2). Then,
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(i) there exists a global weak solution v € LS. (R*;5° + L2(R?)?) of (1.1) on Rt x R? with initial data v°, and
with v € L (RT;5° + HY(R?)?) and w := curlv € L2 (RT; P N L*(R?));

(i) if B = 0, there exists a global weak solution v € LS, (R*;5° + L*(R?)?) of (1.2) on RT x R? with initial
data v°, and with v € L _(Rt;5° + H'(R?)?), w := curlv € LS (RT; P NL3(R?)) and ¢ := div(av) €
L (RT;L*(R?)).

loc

Proof. We may focus on the case (ii) (with 8 = 0), the other case being exactly similar. In this proof we use
the notation < for < up to a positive constant that depends only on an upper bound on a, a=!, A, (s — 1)1,
||(h, W, 0°)|[y1.00, |[(@°, )| a5, ||v° — °[12, and ||(w®,¢°)||r2. We use the notation <; if it further depends on
an upper bound on time ¢.

Let p € C(R?) with p > 0, [p = 1, and p(0) = 1, define p.(z) := e p(x/e) for all € > 0, and set
WS 1= pe kW, W 1= pex0°, (2 1= pe*(°, (2 = pe*(°, ac := pe*xa and V. := p. x V. For all € > 0, we have w?,
W € PNH>(R?), ¢°, ¢° € H*(R?), and a, a7 !, ¥, € C*(R?)2. By construction, we have a. — a, a_! — a1,
U, — U in WHo(R?), @° —@°, (¢ —(° = 0in H~' N H%(R?), and w? — w®, ¢° — ¢° in H~' NL*(R?). The

additional convergence in H ~1(R?) indeed follows from the following computation with Fourier transforms,

lwf — @Il = / (617215 (e6) — 1*|w° (&)1 dg < €| Vpli~ / &1 = [ VallEe lw°lI22,
and similarly for @°, ¢°, and ¢°. Lemma 2.7 then gives a unique v° € v° + H'(R?)? and a unique o° €
7° + H*1(R?)? such that curlv® = w?, curlo® = @2, div(a.v?) = ¢, div(a.o?) = (¢, and we have v° —v° — 0
in H'(R?)? and 92 — 9° — 0 in H*T}(R?)2. In particular, the assumption 7° € W1>°(R?)? yields by the Sobolev
embedding with s > 1,

[0 llwree SN0 = 0% eer + 10°[lwree S 1,

and the assumption v° — 7° € L*(R?)? implies
[o¢ = o2 llLz < llod = v®[L2 + [[0° = 0Lz + [[o¢ = 0%l S 1.

Corollary 4.8 then gives a solution ve € Lis. (RT; 0 + H(R?)?) of (1.2) on RT x R? with initial data v2, and
with (a, V) replaced by (ac, ¥.). Lemma 4.1(iii) and Lemma 4.3(ii) (with 8 = 0) give for all t > 0

[[ve = 02 lLge 2 + lI€ellz 2 + [|wellLge 2 e 1
hence by Lemma 2.7, together with the obvious estimate ||(we — @2, ¢ — )|l -1 < |lve — 082,
lve = 2z S llve = 02 lluz e + 116 = Clluz e + llwe — @2 flLe e Se 1.

As ©° is bounded in H (R?)2, we deduce up to an extraction v. — v in L (RT; H} (R?)?), and also w, — w,
¢ — ¢ in L _(R*;L*(R?)), for some functions v,w,(. Comparing equation (1.7) with the above estimates,
we deduce that (Qyw,)e is bounded in L (R*; VVIECM(RQ)) Since by the Rellich theorem the space L*(U) is
compactly embedded in H=1(U) ¢ W~5Y(U) for any bounded domain U C R?, the Aubin-Simon lemma ensures
that we have w, — w strongly in L _(R*; H,_!(R?)). This implies weve — wo in the distributional sense. We may

loc
then pass to the limit in the weak formulation of equation (1.2), and the result follows. O

We now investigate the case of rougher initial data. Using the a priori estimates of Lemmas 4.2 and 4.3(ii),
we prove global existence for L?-data, ¢ > 1. In the parabolic regime o > 0, 5 = 0, we have at our disposal the
much finer a priori estimates of Lemma 4.3(iii), which then allow to deduce global existence for vortex-sheet data
w® € P(R?). As in [29] we make here a crucial use of some compactness result due to Lions [30] in the context
of the compressible Navier-Stokes equations. In the conservative regime (iv) below, however, this result is not
enough and compactness is proven by hand. Theorem 1 directly follows from this proposition, together with the
various a priori estimates of Sections 4.1 and 4.2.

Proposition 4.10 (Global existence for general data). Let A > 0, a > 0, 8 € R, and h, ¥ € WH>(R?)2. Let
7° € Wh(R?)? be some reference map with &° = curlv® € P N H*(R?) for some s > 1, and with either
div(av®) = 0 in the case (1.1), or ¢° := div(av®) € H*(R?) in the case (1.2). Let v° € ©° + L*(R?)?, with
w® = curlv® € P(R?), and with either div(av®) = 0 in the case (1.1), or ¢° := div(av®) € L*(R?) in the
case (1.2). Then,
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(i) Case (1.2) with a > 0, 8 = 0: There exists a weak solution v € LS (RT;7° + L%(R?)?) on Rt x R? with

initial data v°, and with w = curlv € L°(R*; P(R?)) and ¢ = div(av) € Li (R1; L*(R?)).

(ii) Case (1.1) with a > 0, and either 3 = 0 or a constant: There exists a weak solution v € LS, (Rt; 7°4L2(R?)?)
on R x R? with initial data v°, and with w = curlv € L=(R*; P(R?)).

(iii) Case (1.1) with v > 0: Ifw® € LY(R?) for some q > 1, there exists a weak solution v € Lo (R*; 7° +L*(R?)?)
on RT x R? with initial data v°, and with w = curlv € Ls, (RT; P N LY(R?)).

(iv) Case (1.1) with o = 0: If w® € LY(R?) for some q > 1, there exists a very weak solution v € Lis,(R*;0° +
L?(R?)?) on RT x R? with initial data v°, and with w = curlv € L2 (RT; P N LY(R?)). This is a weak
solution whenever q > 4/3.

Proof. We split the proof into three steps, first proving item (i), then explaining how the argument has to be
adapted to prove items (ii) and (iii), and finally turning to item (iv).

Step 1: proof of (i). In this step, we use the notation < for < up to a positive constant that depends only on
an upper bound on a, a~, A, |[(h, ¥, 7°) [, [|(@°, CO)||me, ||v° — 0°||12, and ||C°[|r2. We use the notation <;
(resp. <¢p) if it further depends on an upper bound on time ¢ (resp. and on the size of U C R?).

Let p € C2°(R?) with p > 0, [p=1, p(0) = 1, and p|gz\p, = 0, define pc(z) := e p(z/e) for all € > 0, and
set WC 1= pe * W, W 1= pe * @°, (= pe*(°, ° = pc x(°. For all € > 0, we have w®, @ € PN H>®(R?), ¢°,
C° € H®(R?). As in the proof of Corollary 4.9, we have by construction @° —@°, ¢° — (° — 0 in H~1' N H*(R?),
and ¢° —¢° in H-'NL?(R?). The assumption v° —° € L*(R?)? further yields w® —@° € H~'(R?), which implies
Wl — @° — w® — @°, hence w® — w® — 0, in H~1(R?). Lemma 2.7 then gives a unique v° € v° + L*(R?)? and a
unique 7° € v° + H*T1(R?)? such that curlv? = w?, curlv® = &°, div(a.v?) = ¢, div(a08) = (2, and we have
v° —1° = 0 in L*(R?)? and ©° — ©° — 0 in H**'(R?)2. In particular, arguing as in the proof of Corollary 4.9,
the assumption 9° € W1 (R?)? yields ||0°|ly1.~ < 1 by the Sobolev embedding with s > 1, and the assumption
v° —7° € L*(R?)? implies |[v° — 02|12 < 1.

Corollary 4.9 then gives a global weak solution v, € LS (R*:5° + L*(R?)?) of (1.2) on Rt x R? with initial
data v?, and Lemma 4.1(iii) yields for all ¢ > 0

lve = 0 llLge Lz + lI€ellrz e e 1, (4.21)

while Lemma 4.3(iii) with 5 = 0 yields after integration in time, for all 1 < p < 2,

t 1/p
||W€||Lf Lr 5 (/ (ul_P -+ ecu)du> St (2 _p)—l/P_
0

Using this last estimate for p = 3/2 and 11/6, and combining it with Lemma 4.1(i) in the form [lwe[l 1 < 1,
we deduce by interpolation

Hwe||L$(L4/3 NL12/7) el

Now we need to prove more precise estimates on ve. First recall the identity
Ve = Ve,1 + Ve 2, Ve,1 1= viAT e, Ve,g 1= VA~ div,. (4.22)

On the one hand, as w, is bounded in L _(R+; L*3 NL'*/7(R2)), we deduce from Riesz potential theory that v, 1
is bounded in L _(R*; L* NL'*(R?)?), and we deduce from the Calderén-Zygmund theory that Vo, ; is bounded

loc

in L2 (R*;L*3(R2)). On the other hand, decomposing

loc
_ -1 3: -0 ~0 L A—1-0
Veo = VAT div(ve — 07) + 02 — VAT @2,

noting that v, — #° is bounded in L{ (R*;L*(R?)?) (cf. (4.21)), that ©° is bounded in L7 _(R?)?, and that
IVA='@0 e S |@0 i ane <1 (cf. Lemma 2.4), we deduce that v, o is bounded in LS (R*; L (R?)?). Further,
decomposing

Vep = VA a ¢ =) = VAN (VR - (v — 0°)) + 72 — VEATIR?,
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we easily check that Vv, 5 is bounded in L2 (Rt L2 (R?)?). We then conclude from the Sobolev embedding that
Ve,2 is bounded in LIOC(R+ LI (R?)?) for all ¢ < co. For our purposes it is enough to choose ¢ = 4 and 12. In
particular, we have proven that, for all bounded subset U C R2,

||W6HL§ La/s =+ HCﬁHLf L2+ ||Ue||L;?° L2(U) (4.23)
+ lveallizannizy + IVoellee Las + llvezllizws nnizy) + IVoezliz L2y Seuv 1
Therefore we have up to an extraction w, — w in L2 (R*;LY3(R?)), ¢, = ¢ in L2 (RT;L3(R?)), ve; — vy in
L (RT;LY(R?)?), and v.p — vy in L (RT; L (R?)?), for some functions w,(,v1,vs. Comparing the above
estimates with equation (1.7), we deduce that (dywe)c is bounded in Lj, (R*; ngcl’l(R2)). Moreover, we find by
interpolation, for any |£| < 1 and any bounded domain U C R?, denoting by U! := U + B; its 1-fattening,
[ve = ve(- + Lz Ley < lven —vea (- + )Lz ey + [[ve2 — ve2 (- + Lz Lawy

1/4 3/4
S ”Ué,l - Ue,l(' + g)HL/? L4/3(U)||U6,1 - Ue,l( +§)||L/2 L12(U

2/5 3/5

+ ||’U€ 2~ Ve 2(' + g)HLg L2(U)||U€,2 - UGQ( + 5)”1} L12(U)
1/4 2/5
< 2lver = e (- + Oligh passr Vet iz sy + 2lvez = vl + Ol5 7@ lveallfe i)

1/4 3/4 2/5
< 2|§|1/4||VU671||L§ L4/3(U1)”v5’1”L/§ L12(U1) + 2|§|2/5||VU672||L{2 LQ(U1)|‘U672||L% Li2(Uty

and hence by (4.23),

1/4 2/5
[ve = ve(- + )l L) Sew [E1V* + €77,
Let us summarize the previous observations: up to an extraction, setting v := vy + vo, we have

We — W in LlOC(R+;L4/3(R2)) Ve — U in LIOC(R+ LIOC(R2)2)’
dywe bounded in LL (RT; W~ (R?)),

loc

sup [|ve — ve(- + &)Lz L2y — 0 as [§] — 0, for any ¢ > 0 and bounded subset U C R?.
e>0

We may then apply [30, Lemma 5.1], which ensures that weve — wv holds in the distributional sense. This allows
to pass to the limit in the weak formulation of equation (1.2), and the result follows.

Step 2: proof of (ii) and (iii). The proof of item (ii) is also based on Lemma 4.3(iii), and is completely
analogous to the proof of item (i) in Step 1. As far as item (iii) is concerned, Lemma 4.3(iii) does no longer apply
in that case, but, since we further assume w® € L4(R?) for some ¢ > 1, Lemma 4.2 gives the following a priori
estimate: for all ¢t > 0

[wllpa parr + llollige e Se 1, (4.24)

hence in particular by interpolation ||WHLf r Selforalll <p<2 (here we use the notation <; for < up to

a constant that depends only on an upper bound on t, (¢ — 1)1, o, a7, |B], |(h, ©)|w1.e, [J0° — 0°]12, and
|w®||ra). The conclusion then follows from a similar argument as in Step 1.

Step 3: proof of (iv). We finally turn to the incompressible equation (1.1) in the conservative regime a = 0.
Let ¢ > 1 be such that w® € LY(R?). Lemmas 4.2 and 4.3(ii) ensure that w, is bounded in L2, (R*; L' N L?(R?)),
and hence, for ¢ > 4/3, replacing the exponents 4/3 and 12/7 of Step 1 by 4/3 and ¢, the argument of Step 1
can be immediately adapted to this case, for which we thus obtain global existence of a weak solution. In the
remaining case 1 < ¢ < 4/3, the product wVA~!w (hence the product wv, cf. (4.22)) does not make sense any
more for w € LY(R?). Since in the conservative regime a = 0 no additional regularity is available (in particular,
(4.24) does not hold), we do not expect the existence of a weak solution, and we need to turn to the notion of
very weak solutions as defined in Definition 1.1(c), where the product wv is reinterpreted a la Delort. Let us now
focus on this case 1 < ¢ < 4/3, and prove the global existence of a very weak solution. For the critical exponent
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g = 4/3, the integrability of v found below directly implies by Remark 1.2(ii) that the constructed very weak
solution is automatically a weak solution. In this step, we use the notation < for < up to a constant C' that
depends only on an upper bound on (¢ — 1)~1, 3|, [|(h, ¥, 7°)|lw1., |[0° — 0°||12, [|©°]12, and ||w®|La, and we
use the notation <; (resp. < p) if it further depends on an upper bound on time ¢ (resp. on ¢t and on the size of
U C R?).

Let w®, @, v°, ©° be defined as in Step 1 (with of course ¢¢ = & = 0), and let v, € L% (R*;5° 4 L*(R?)?)

be a global weak solution of (1.1) on Rt x R? with initial data v, as given by Corollary 4.9. Lemmas 4.1(iii)

and 4.3(ii) then give for all ¢ > 0
|wellLge (mr ALay + [[ve — 0¢|[Lpo L2 St 1. (4.25)

As ©° is bounded in L (R?)2, we deduce in particular that v, is bounded in L2, (R*; L (R?)). Moreover, using

the Delort type identity
1
Wl = —§|UE|QVLh —a"(div(aS,,))",

we then deduce that weve is bounded in Ly, (RT; ngcl "1(R2)2). Let us now recall the following useful decomposi-
tion:

Ve = Ve,1 + Ve,2, Vei = viAT e, Ve,g 1= vA~ divo,. (4.26)

By Riesz potential theory v, 1 is bounded in LS, (R*; LP(R?)?) for all 2 < p < ;qu, while as in Step 1 we check
that v, 2 is bounded in L3, (R*; HL (R?)?). Hence by the Sobolev embedding, for all bounded domain U C R?
and all ¢ > 0,

1(Wes ve)llpe 1200 1y St 1. (4.27)

Up to an extraction we then have v, = v in L (R*; L (R?)?) and w. = w in L2 (RT;LY(R?)), for some
functions v, w, with necessarily w = curlv and div(av) = 0.

We now need to pass to the limit in the nonlinearity w.v.. For that purpose, for all n > 0, we set v, ;, := py * Ve
and w, , 1= py, * w, = curlv,,, where p,(x) := n~%p(z/n) is the regularization kernel defined in Step 1, and we
then decompose the nonlinearity as follows:

Wele = (We,n — We) (Ve — Ve) — We e,y + We nUe + WeVe -

We consider separately each term in the right-hand side, and split the proof into four substeps.

Substep 3.1. We prove that (we, — we)(vey — ve) — 0 in the distributional sense (and even strongly in
> (RT; W, 1 (R2)2)) as i | 0, uniformly in € > 0. For that purpose, we use the Delort type identity

loc loc
1
(We,y — we) (Ve — V) = a_l(vem — ve) div(a(ve,y — ve)) — §|Ue,n — v |*V*th - a_l(div(asvm_ve))l‘.
Noting that the constraint 0 = ¢! div(av.) = Vh - v, + div v, yields
a tdiv(a(ve, —ve)) = Vh - vey +divoe, = V- (py * ve) + py * divoe = Vh - (py % ve) — py * (VR - v),
the above identity becomes

(We,p — We) (Ve,y — Ve) = (Ve — UE)(Vh “(py *ve) = py * (Vh - UE))
- %|v€177 - v€|2Vlh - ail(div(aSvem,ve))L.
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First, using the boundedness of v. (hence of v ,) in Ly (RT; L2 (R?)?), we may estimate, for any bounded
domain U C R?, denoting by U" := U + B, its n-fattening,

[ 1w =0 (Fh -y 00) = py (T 02)
< Ieevenlhow ([ ([ o190 - vhio —y>||ve<x—y>|dy)2dx>l/2

1/2
S Nt e ([ 04(0) [ 1Vh@) = Vha = p)Pdody) "

where the right-hand side converges to 0 as n | 0, uniformly in e. Second, using the decomposition (4.26), and
setting ve 1 1= Py * Ve,1, Ve,n,2 := P * Ve,2, We may estimate by the Holder inequality, for any bounded domain
UcR?,

[ 0= v @ =)l < [ o= vesllons = vl + [ o= veglves = v

< |[(ve, ve)lirzare-a @) ve,1 = Ve ll2ar a2 () + ([ (Ves ven) L2y 1ve,2 — Ve 2llLz )

Recalling the choice 1 < ¢ < 4/3, we find by interpolation

4-3q 24-1
[ve1 = vemallLea/ a2 0y < [1Ven = vemalliz gy llves = vemalliach
4—3q 71

77 &= q”(ve 15 Ven,1 )||L2(U Ve, 1||L )

and hence by the Calderon-Zygmund theory

a-1 — =
loes = vemallpenn - @) S P2E e, ven )l el i
while as in Step 1 we may estimate

[[ve,2 — UE,nQ”Lf L) < 77||VUE,2||L$ L2(Un) Su .

Combining this with the a priori estimates (4.27), we may conclude
t . . . . ga=1
| =) =) Sew #85 4,
0 Ju

Substep 3.2. We set vy, := p,*v, wy 1= py*w = curlv,, and we prove that —we ,ve y+we nVe+Weve,y — —wyvy+
wyv + wuy, in the distributional sense as € | 0, for any fixed > 0. As ¢ < 2 < ¢/, the weak convergences v, Ny}
in LIOC(R+ Li.(R?)?) and w. — w in LiS,(R*;LY(R?)) imply for instance v., — v, in Lo (RT; Wk (R2)?)

loc

and the claim follows.

and we , — wy in LS, (RT; HY(R?)) for all n > 0 (note that these are still only weak-* convergences because no
regularization occurs with respect to the time-variable t). Moreover, examining equation (1.7) together with the
a priori estimates obtained at the beginning of this step, we observe that dyw, is bounded in Lis. (RT; VV];C2 ’I(RQ)),
hence Owwe, = py * Ow. is also bounded in the same space. Since by the Rellich theorem the space LI(U)
is compactly embedded in W=14(U) ¢ W=21(U) for any bounded domain U C R?, the Aubin-Simon lemma
ensures that we have w, — w strongly in LS, (RT; VVIOC "%(R?)), and similarly, since H'(U) is compactly embedded
in L2(U) ¢ W=21(U), we also deduce w,,, — w, strongly in L, (R*; L2 (R?)). This proves the claim.

Substep 3.3. We prove that —w, v, + wyv + wv, — —1[|v[2°V+h — a~1(div(aS,))* in the distributional sense
as 1 | 0. For that purpose, we use the following Delort type identity:

1
—Wiy Uy + Wy + wo, = —a” (v, — v)div(a(v, — v)) + §|U77 —v]*VEh + e H(div(aS,, o))"

+a v div(av) — %|v|2VJ‘h —a"(div(aS,))*
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Noting that the limiting constraint 0 = a~! div(av) = Vh - v + divv gives
a~tdiv(a(v, —v)) = Vh-v, +dive, = Vh- (p, xv) + py x dive = Vh - (p, % v) — py * (Vh - v),
the above identity takes the form
1
—wyUy + wyv + wvy = —a” (v, — ) (VA (p, xv) — py * (VR -0)) + §|”77 —v]?VEh + a N (div(aS,, o))t
1
- §|’U|2VJ'h —a Ydiv(aS,))™T,

and it is thus sufficient to prove that the first three right-hand side terms tend to 0 in the distributional sense as
1} 0. This is proven just as in Substep 3.1 above, with v ,, ve replaced by v, v.

Substep 8.4: conclusion. Combining the three previous substeps yields weve — —3[v[*V+Eh — a=(div(aS,))*t
in the distributional sense as € |, 0. Passing to the limit in the weak formulation of equation (1.7), the conclusion
follows. O

5 Uniqueness

We finally turn to the uniqueness results stated in Theorem 3. On the one hand, using similar energy
arguments as in the proof of Lemma 4.1, in the spirit of [36, Appendix BJ|, we prove a general weak-strong
uniqueness principle (which only holds in a weaker form in the degenerate case A = 0). In the incompressible
case (1.1), we further prove uniqueness in the class of bounded vorticity, based on transport type arguments and
on the Loeper inequality [31] (see also [38]), while these tools are no longer available in the compressible case.

Proposition 5.1 (Uniqueness). Let a,3 € R, A > 0, T > 0, and h,¥ € WH°(R?)2. Let v° : R? — R? with
w® = curlv® € P(R?), and in the incompressible case (1.1) further assume that div(av®) = 0.

(i) Weak-strong uniqueness principle for (1.1) and (1.2) in the non-degenerate case A > 0, a > 0:
If (1.1) or (1.2) admits a weak solution v € L ([0, T);v° +L2(R?)?)NL2. ([0, T); WH(R?)2) on [0,T) x R?
with initial data v°, then it is the unique weak solution of (1.1) or of (1.2) on [0,T) x R? in the class
L2 ([0, T);v° + L2(R?)?) with initial data v°.

(i) Weak-strong uniqueness principle for (1.2) in the degenerate parabolic case A =5 =0, a > 0:
Let EF o denote the class of all w € L2 .([0,T);v° + L*(R?)?) with curlw € LY ([0, T); L*(R?)). If (1.2)
admits a weak solution v € E7 o NLis.([0,T);L*(R?)?) on [0,T) x R* with initial data v°, and with
w = curlv € LiS.([0,T); WH(R?)), then it is the unique weak solution of (1.2) on [0,T) x R? in the class
E%)Uo with initial data v°.

(#i) Uniqueness for (1.1) with bounded vorticity, «, 8 € R:
There exists at most a unique weak solution v of (1.1) on [0,T) x R? with initial data v°, in the class of all
w’s such that curlw € LS. ([0,T); L= (R?)).

Moreover, in items (i)—(ii), the condition o > 0 may be dropped if we further restrict to weak solutions v such
that curlv € L, ([0,T); L°(R?)).

Proof. In this proof, we use the notation < for < up to a constant C' > 0 that depends only on an upper bound
on a, |B], A, A7t and ||(h, ¥)| w1, and we add subscripts to indicate dependence on further parameters. We
split the proof into four steps, first proving item (i) in the case (1.1), then in the case (1.2), and finally turning
to items (ii) and (iii).

Step 1: proof of (i) in the case (1.1). Let a >0, B € R, and let vy, vy € L ([0, T); v° + L*(R?)?) be two weak
solutions of (1.1) on [0,7) x R? with initial data v°, and assume vo € LS. ([0, T); W (R?)?). Set dv := v1 — v2
and dw := w; — wa. As the constraint div(adv) = 0 yields dv = a~!V+(diva™tV) 1w, and as by assumption
sv € L. ([0,7);L%(R?)?), we deduce dw € L% ([0,7); H~'(R?)) and (diva~'V) 6w € L ([0,T); H'(R?)).
Moreover, the definition of a weak solution ensures that w; := curlv; € L*([0,T); P(R?)) (cf. Lemma 4.1(i)),
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and |v;|2w; € Li.([0,T); L' (R?)), for i = 1,2, so that all the integrations by parts below are directly justified.
From equation (1.7), we compute the following time-derivative

8t/5w(— diva™'V) 1w = Q/V(div a V) low - ((a(\IJ + 1) + BT+ v1))wn
— (@ + v) "+ BW + v2))ws )
= —2/LL51)L . ((04(51))L + Bov)w; + (a(¥ 4 v2)t + BT + vg))&u)

= —2a/a|5v|2w1 - 2/a5w5vj‘ (W +v2)T + BT+ ). (5.1)

As vy is Lipschitz-continuous, and as the definition of a weak solution ensures that wyv; € Li, ([0, T); L' (R?)?),
the following Delort type identity holds in Ly ([0, T); W' (R?)?),

Swovt = %|5v|2Vh +a~tdiv(aSs,).
Combining this with (5.1) and the non-negativity of aw; yields
9, / Sw(— diva=1V) 16w < — / a0V - (a0 + v2)" + BT + v3)) + 2/aS(;v V(T + v2)E + BT + 1))
< C(1+ ualws) [ alouf

The uniqueness result dv = 0 then follows from the Gronwall inequality, since by integration by parts

/a|5v|2 :/a71|V(diva71V)715w|2 = /5w(— diva™'V) tow.

Note that if we further assume w; € L>([0,7); L>°(IR?)), then the non-negativity of o can be dropped: it indeed
suffices to estimate in that case —2a [ aldv|?w; < C|lwi||L~ [ alév|?, and the result then follows as above. A
similar observation also holds in the context of item (ii).

Step 2: proof of (i) in the case (1.2). Let a >0, 8 € R, A > 0, and let vy, vo € LY ([0,T);v° + L*(R?)?) be

loc

two weak solutions of (1.2) on [0,7) x R? with initial data v°, and assume vy € Li%.([0,T); W1>°(R?)2). The
definition of a weak solution ensures that w; := curlv; € L>([0,T); P(R?)) (cf. Lemma 4.1(i)), ¢ := div(av;) €
L2 .([0,T); L*(R?)), and |v;]?w; € L, ([0, T); L'(R?)), for i = 1,2, and hence the integrations by parts below are
directly justified. Set dv := v — va, dw := w1 — ws, and 6¢ := (1 — (2. From equation (1.2), we compute the
following time-derivative

d, / aldv|? = 2/a5v : (W(a*ag) — (W 4+ v1)wr + BV + 1) wr + (P vn)ws — BT + v2)lw2)
= —2)\/a_1|5C|2 - 2a/a|5v|2w1 + 2/a5w5v (T + va) — BT + v2) ).

As vs is Lipschitz-continuous, and as wiv; € Li, ([0, T) x R?)? follows from the definition of a weak solution, the
following Delort type identity holds in L{, ([0, T); Wy, (R?)?),

1
Swov = at5¢svt — §|5v|2vj‘h —a"Y(div(aSs,))*.
The above may then be estimated as follows, after integration by parts,

at/a|5v|2 < —2)\/a_1|5§|2—20¢/a|5v|2w1+0(1—|— H1)2||Loo)/|5C||5v| Lo+ ||v2HW1,ao)/a|5v|2,
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and thus, using the choice A > 0, the inequality 2zy < 22 + %2, and the non-negativity of aws,

8t/a|5v|2 <+ ||v2|\§vl,w)/a|5v|2.

The Gronwall inequality then implies uniqueness, dv = 0.

Step 3: proof of (ii). Let A = =0, a = 1, and let v1, vy € L ([0, T);v° + L*(R?)?) be two weak solutions
of (1.2) on [0,T) x R? with initial data v°, and with w; := curly; € L _([0,T);L*(R?)) for i = 1,2, and
further assume vy € LS. ([0,T); L>(R?)?) and wy € Li5.([0,7); W1>°(R?)). The definition of a weak solution
ensures that w; == curly; € L=([0,7); P(R?)) (cf. Lemma 4.1(i)), ¢; = div(av;) € Li.([0,T);L*(R?)), and
lvi|2w; € Li, ([0, T); L' (R?)), fori = 1,2, and hence the integrations by parts below are directly justified. Denoting
dv := w1 — vy and 0w := w1 — wa, equation (1.2) yields

Oov = —(V + v9)dw — widv, (5.2)
while equation (1.7) takes the form

Drow = div((¥ 4 vp) 1 dw) + div(widvt)
= div((¥ + v2)dw) + Ve - 6ot — wydw
= div((¥ + v2)dw) + Vws - v + Viw - dv — widw. (5.3)

Testing equation (5.2) against dv yields, by non-negativity of wy,

8t/|5v|2 = —2/|5v|2w1 —2/50-(\I/+v2)5w <C(1+ ||v2HLoo)/|5v||5w|.

Testing equation (5.3) against dw and integrating by parts yields, by non-negativity of wy and wa,
8t/|5w|2 = —/V|6w|2 (W 4 vg)t +2/5wVw2-5vJ‘+/V|5w|2 vt —2/|5w|2w1
=— / |6w|?(curl ¥ + wo) + 2/5wVw2 SSvt 4 / |6w|? (w1 — wa) — 2/ |6w|wy
< C/|5w|2+2||Vw2HLoo/|6v||5w|.
Combining the above two estimates and using the inequality 2zy < 22 + 32, we find
3t/(|5v|2 +]owl*) < C(1+ I\(vz,wz)l\m)/(|50|2 +[6w]?),

and the uniqueness result follows from the Gronwall inequality.

Step 4: proof of (iii). Let a, B € R, and let vy, vo denote two solutions of (1.1) on [0,T) x R? with initial data
v°, and with wy,ws € L, ([0,T); L°°(R?)). First we prove that v}, v} are log-Lipschitz for all ¢ € [0,T) (compare
with the easier situation in [38, Lemma 4.1]). Let i = 1,2. Using the identity vf = V*A~lw! + VA~ divo! with
divel = —Vh - v}, we may decompose for all x,y,

[vi (x) = vi(y)| < VAT wi(z) = VAT wi(y)| + [VATH (VA - v)(z) = VAT (VA v)(y)].

By the embedding of the Zygmund space C}(R?) = Béoﬁoo(R2) into the space of log-Lipschitz functions (see e.g.
[5, Proposition 2.107]), we may estimate

i (@) —vi()] < (IV2A™ W]

2

oo + [V2ATHVR - v)|co) |z — yl(1 +log™ (Jz - y])),
and hence, for any 1 < p < oo, by Lemma 2.5(ii), and recalling that L>°(R?) is embedded in C{(R?) = BY,  (R?),

[vf (z) = vi (] Sp (lwillLr ace + IV villLe aco) [z = yl(1 +log™ (o — yl))

S (lwiller ar + v llLe ave )z — y|(1 +log™ (lz — yl)).
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Noting that v! = a=*V+(diva=1V) 1w, the elliptic estimates of Lemma 2.6 yield ||v!||Lro npe < [|w!]|pr A~ for
some exponent 2 < py < 1. For the choice p = pg, the above thus takes the following form,

v (@) = vi ()] S llwjller e |z — yl(1+log™ (Jo — ) < (1 + [[willLee )|z — yl(1 +log™ (lz — yl)), (5.4)

which proves the claim that v}, v} are log-Lipschitz for all ¢ € [0,T).
For i = 1,2, as the vector field (¥ +v;) + B(¥ +v;)* is log-Lipschitz, the associated flow v; : [0, T) x R? — R?
is well-defined globally,
Oui(x) = —(a(¥ +v;) + B(¥ +v;) ") (i)

As the transport equation (1.7) ensures that w! = (¢!).w® for i = 1,2, the 2-Wasserstein distance between the
solutions w!,wh € P(R?) is bounded by

2wt < [ [91(a) - v P (o) = @' 55
Now the time-derivative of @ is estimated by
8Q" = —2/(¢§(I) —5(2)) - ((@¥ + BUH) (] () — (¥ + BU) (Ph(x)))w (z)dx
-2 /(wf(iﬂ) —95(@)) - ((aw] + Bv1) ) (W () — (avg + Bvy) ") (¥5(2)))w® (x)da
1/2
< Q'+ c@)?( [ 10wt 0) - h(us(o) P o) )
< CQ'+C(QNA(T! +13)' 2,
where we have set
7= [ I} - D @he)Per@dn, 1= [ ol (@) - ol W) P @)
We first study 73. Using that v; = a= 'V (diva™1V)~lw;, we find
7} = [ 1o} - obP < bl [ 1o} = o3P = utllm [ 1V(iva™19) 7w - wh)P
S bl [ 1987t - u)
(Here, we use the fact that if —div(a™'Vui) = —Aus with uy, us € H'(R?), then [a Vui|> = [ Vuy - Vus <
3 [a Vuil* + & [ a|Vug|?, hence [a™'|Vui* < [a|Vuz|?.) The Loeper inequality [31, Proposition 3.1] and
the bound (5.5) then imply

Ty < [lwslliee (lwi lluee V llwslluee ) Wa (wi, wh)? < [l(w], w))|[E~ Q"

We finally turn to 7. Using the log-Lipschitz property (5.4) and the concavity of the function f(z) = z(1 +
log™ x)2, we obtain by Jensen’s inequality

TS <l 2 / (1 +log™ (|9 — g4It — v P
2
< [t 2 (1 +log [ 1ot - w5|2w°) e
< ot (1 + log™ @Y°Q".

We may thus conclude 0,Q < (1 + |[(w1, w2)|lL~)Q(1 +log™ @), and the uniqueness result directly follows from a
Gronwall argument. O
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