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Abstract. In this paper, we introduce a novel graph representation for
interactive light field segmentation using Markov Random Field (MRF).
The greatest barrier to the adoption of MRF for light field processing is
the large volume of input data. The proposed graph structure exploits the
redundancy in the ray space in order to reduce the graph size, decreasing
the running time of MRF-based optimisation tasks. Concepts of free rays
and ray bundles with corresponding neighbourhood relationships are de-
fined to construct the simplified graph-based light field representation.
We then propose a light field interactive segmentation algorithm using
graph-cuts based on such ray space graph structure, that guarantees the
segmentation consistency across all views. Our experiments with several
datasets show results that are very close to the ground truth, competing
with state of the art light field segmentation methods in terms of accu-
racy and with a significantly lower complexity. They also show that our
method performs well on both densely and sparsely sampled light fields.

Keywords: Light Field · Segmentation · Markov Random Field

1 Introduction

Image segmentation is a key step in many image processing and computer vision
problems. Many powerful solutions for image segmentation have been proposed
in the image editing domain to this ill-posed problem. However, user interaction
is still necessary to compensate for the lack of high level reasoning of segmen-
tation algorithms. In parallel, the past decade has seen an increasing interest in
multiview content to offer immersive user experiences or personalised applica-
tions with higher interactivity, stressing the need to develop new tools to interact
with such multiview content.

One example of such emerging media for highly interactive applications is the
light field technology. Different types of devices have been proposed to capture
light fields, such as plenoptic cameras [1, 2] or camera arrays [3, 4] which capture
the scene from slightly different positions. The recorded flow of rays (the so-called
light field) is in the form of large volumes of highly redundant data yielding a very
rich description of the scene enabling advanced creation of novel images from a
single capture. The data redundancy enables a variety of post-capture processing
functionalities such as refocusing [5], depth estimation [6, 7], or super-resolution
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[8, 9]. However, the volume of captured data is the bottleneck of the light field
technology for applications such as interactive editing, in terms of running time
and memory consumption but also ease of use. This limitation becomes even
more critical for platforms with limited hardware (e.g. mobile devices).

Meanwhile, MRF has proved to be a very powerful tool for multiview segmen-
tation and co-segmentation [10, 11]. In that framework, MRF are coupled with
optimisation techniques such as graph-cuts [12]. Multiview segmentation and
co-segmentation are in some aspects similar to light field segmentation. How-
ever, the principal challenge with light fields is the very large volume of input
data which makes the MRF unsuitable for this task. The definition of the un-
derlying graph structure and the corresponding energy terms are indeed crucial
in the performance in terms of accuracy and complexity of the segmentation
algorithm. For instance, our preliminary tests showed that a straightforward
implementation of [13], using one node per ray of the light field and a simple
8-neighbourhood on the four light field dimensions, has a high computational
complexity (about one hour of computation for a Lytro 1 light field image).1

In this paper, we propose a novel graph structure aiming to overcome the
above problem. The philosophy of the approach is to consider that views of
a light field, densely sampled or not, mostly describe the same scene (with the
exception of occlusion and non-Lambertian surfaces). Therefore, it is unnecessary
to segment separately each captured ray. Rays corresponding to the same scene
point are detected thanks to a depth estimation of the scene on each view. Placed
in a graph context, this means that all rays coming from the same scene point,
according to their local depth measure, are represented as a ray bundle in a graph
node. And rays having an incoherent depth measure, because of occlusion, non-
Lambertian surfaces or faults in depth estimation, are represented as a free ray
in a graph node. Pairwise connectivity is defined from the spatial neighbourhood
on the views. Finally, in order to apply the graph-cut algorithm, energy terms
are defined on the simplified graph structure based on free rays, ray bundles and
the relationships between these entities.

To summarise, our contributions are twofold. First, we give a new represen-
tation of the light field based on a graph structure, where the number of nodes
does not strictly depend on the number of considered views, decreasing greatly
the running time of further processing. Second, we introduce an energy function
for object segmentation using graph-cut on the new graph structure. This strat-
egy provides a coherent segmentation across all views, which is a major benefit
for further light field editing tasks.

Our experiments on various datasets [15–17] show first that the proposed
segmentation method yields the same order of accuracy as the state of the art
[18], with a notably lower complexity and second that the approach is very
efficient for both densely and sparsely sampled light fields.

1 This is the approach of [14], published in parallel to this work. They use a full graph
structure and as a consequence, the authors report memory and computational time
issues and experiment with only 25 of the 81 available views.
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2 Related Work

In the current literature, few papers focus on interactive light field editing. One
solution consists in propagating the user edits. In [19] the light field and input
edits are first downscaled using a clustering based on colour and spatial similar-
ity. While the complexity problem is solved, the propagated edit greatly depends
on the quality of the clustering. On the other hand, the solution of [20] relies on
a space voxelisation to establish correspondences between rays of different views.
The approach has been demonstrated on circular light field but needs dense user
input.

Concerning light field segmentation, two approaches have been proposed. In
[21–23], level sets are used to extract objects with coherent depth in a scene.
The method is fully automatic but is unfortunately limited to layer extraction.
In [18], the most related work to ours, the authors use a random forest to learn
a joint colour and depth ray classifier from a set of input scribbles on the central
view. The output of the random forest classification is then regularised to obtain
a segmentation close to the ground truth on synthetic images. Nevertheless, the
authors report an important running time for the regularisation, over 5 minutes
on a modern GPU, to compute the segmentation on 9×9 views of size 768×768.

The problem of extracting one or more visible objects in a set of images
has been addressed in the co-segmentation and multiview segmentation litera-
ture using MRF and graph representations. The authors in [24] present a co-
segmentation approach which extracts a common object from a set of images.
Other approaches build an appearance model based on colour [24] or more ad-
vanced cues [25] and then use a MRF for each view to iteratively extract the ob-
jects with the graph-cut technique [12]. The model is updated until convergence
is reached. In [10], the authors propose to model explicitly the correspondences
between pixels that are similar in appearance by linking them to an introduced
similarity node. Image geometry has also been used in a similar way to establish
correspondences between pixels of the different views. Indeed, to avoid handling
a space voxelisation [26], pixels or superpixels are linked directly using epipolar
geometry [27] or as in [11] where extra nodes, corresponding to 3D scene samples,
are used to propagate the labelling across a set of calibrated views. Equally, in
[28], a graph structure is used to propagate a pre-segmented silhouette, assumed
constant, to another view.

Those works show how powerful MRF modelling is to represent arbitrarily
defined relationships between arbitrarily defined nodes. However, the problem
of light field segmentation differs from those approaches in two points. First, the
light field views are much more correlated than in co-segmentation and multiview
segmentation, therefore labelling consistency can be furtherly enforced. Second,
where multiview and co-segmentation consider a relatively limited number of
views, light fields typically consist in a dozen to a hundred of views, causing
a serious increase in running time during the energy minimisation. In the next
sections, we describe how, from the same idea of MRF modelling with arbitrarily
defined nodes, we design an MRF model that copes with the above mentioned
problems.
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3 Ray-based Graph Structure

In this section, we define the proposed graph structure to perform the light
field segmentation. We first give the formal definitions and then explain the
motivations of the design.

We consider an input light field, C(s, t, x, y) represented with the two plane
parametrisation (as in [29]), where (s, t) are the angular (view) coordinates and
(x, y) the spatial (pixel) coordinates.

3.1 Free Rays and Ray Bundles

Let ri be a light ray represented by its 4-D coordinates (si, ti, xi, yi) in the
light field. We denote D(ri) its local disparity measurement. D(ri) is estimated
along s and/or t in the adjacent views, either by traditional disparity estimation
for sparsely sampled light fields, or by studying intensity variations on epipolar
images [7] for densely sampled light fields. We define a ray bundle bi as the set of
all rays describing the same 3D scene point, according to its depth measurement
D(ri). Formally, two rays ri and rj belong to the same bundle if and only if they
satisfy the left-right coherence check{

[xi + (si − sj)D(si, ti, xi, yi)] = xj ,

[xj + (sj − si)D(sj , tj , xj , yj)] = xi .
(1)

where [a] denotes the rounded value of a. The same test is performed for the
t − y direction. Note that Eq. (1) holds for uniformly sampled and calibrated
light fields but can straightforwardly be adapted to a light field with different
geometry.

A ray bundle gathers all rays emitted by the same 3D scene point according
to their local depth measurement. On the contrary, a ray is called free if it has
not been assigned to any ray bundle. Generally free rays correspond to occlusions
or light rays having wrong depth estimates.

Now let R be the set of all free rays and B the superset that contains all
ray bundles. In this setup, if LF denotes the set of all rays (i.e. the light field),
regardless if they are free or not, then LF = R ∪̇B. Fig. 1 summarises this light
field representation.

3.2 Graph Construction

For constructing the graph, we need to define the neighbouring relationships
between free rays and ray bundles. Let N (ri) be the 4-connect neighbourhood of
ri on each view, that is to say the set of rays {rj , rk, rl, rm} with rj of coordinates
(si, ti, xi−1, yi), rk of coordinates (si, ti, xi+1, yi), rl of coordinates (si, ti, xi, yi−
1) and rm of coordinates (si, ti, xi, yi+1). One ray ri is neighbour of a ray bundle
bi if and only if one ray element of bi is neighbour of ri:

ri ∈ N (bi) ⇐⇒ bi ∩N (ri) 6= ∅. (2)
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Fig. 1. Proposed light field representation of a 2D flatland illustrated as scene/view
(left) and EPI (right). We show three scene points as red, green and blue crosses (and
their resp. lines in the EPI). 6 rays ri (in gray) come from those points and hit three
different views. The black arrows represent the local depth measurement. The rays
r1 and r2 are assigned to the same ray bundle b1 because their depth measurement
satisfies the left-right coherence check (Eq. (1)). Similarly r4 and r5 are assigned to b2.
On the contrary, r3 has an incoherent (noisy) depth estimate and is classified as a free
ray and not as a ray of b1. Finally, the red scene point occludes the green scene point
in the first view, so r6 is also classified as a free ray and not as a ray of b2.

Similarly, two ray bundles bi and bj are neighbours if they have at least one
element in the neighbourhood of the elements of each other, i.e.,

bi ∩N (bj) 6= ∅. (3)

Finally, we build the graph G = {V, E} where each node V corresponds to
either one element of R or one element of B, and the edges E are defined by
the neighbouring relationships between two rays, two bundles, and between rays
and bundles:

V = B ∪̇R ,
E =

{
(ri, rj), rj ∈ N (ri)

}
∪
{

(bi, ri), ri∈ N (bi)
}
∪

∪
{

(bi, bj), bi ∩N (bj) 6= ∅
}
, ∀ri, rj , bi, bj ∈ V .

(4)

The main motivation behind our graph construction is to reduce the amount
of data to process compared to a naive graph (one node per light ray). With our
approach, in the best case scenario, when the depth is perfect and almost all
light rays are grouped in bundles, the number of nodes of our graph is roughly
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divided by the number of views with respect of the number of nodes of the naive
graph (minus the occlusions). This is of a particular interest for problems that
need global or semi global optimisations, such as image segmentation, which are
usually not solvable in polynomial time (they are NP-complete problems).

The strategy of keeping free rays which are not grouped in bundles allows
the use of a relatively coarse - and fast - depth estimation methods. With our
approach, a low quality depth estimation only affects the number of free rays
compared to the number of ray bundles, increasing the running time, but it has
limited impact on the segmentation quality.

However, one problem arises when two rays ri and rj have wrong depth
estimates, while still satisfying the left-right coherence check Eq. (1). In practice,
we will see that these errors do not have many consequences on the overall result,
since the mismatch usually happens on rays having very similar appearances,
thus likely to belong to the same object.

4 Energy Function

The goal is now to express the energy function for the segmentation in a way
that takes into account the proposed hybrid graph structure. Let us denote L
the labelling function that assigns a label α to each free ray and ray bundle. The
energy we seek to minimise is of the form:

ϕL =
∑
ri∈R

U(ri) +
∑
bi∈B

U(bi)

+m

( ∑
ri, rj

ri∈R, rj∈N (ri)

P (ri, rj) +
∑
bi, ri

bi∈B, ri∈N (bi)

P (bi, ri) +
∑
bi, bj

bi∈B, bj∩N (bi)6=∅

P (bi, bj)

)
, (5)

where U denotes the data terms and P the smoothness terms. As, in conventional
non-iterative graph-cut, m is the parameter that balances the data term with the
smoothness term. In practise, we find the labelling L that yields the minimum
energy using the alpha-expansion algorithm [30, 31].

We now give the details of the energy function terms.

4.1 Unary Energy Terms

An annotated image is obtained by asking the user to draw scribbles of different
colours over the objects he wants to segment on the reference view of the light
field. We call S the scribble image of the same size as the reference view. Each
pixel value under a scribble represents a label code (from 1 to the number of
scribbles) and 0 otherwise. These scribbles are used to build a colour and depth
model for each free ray and ray bundle using the following approach.

Defining and learning a joint colour and depth model is still an active research
problem. Colour and depth are by nature hard to fuse because they represent
different physical attributes. One solution is to learn a separate colour and depth



Light Field Segmentation Using a Ray-Based Graph Structure 7

model and use a weighted fusion for classification, but that introduces extra data-
dependent parameters to be either fine-tuned [32] or approximated [33]. Deep
learning algorithms have proven to be efficient to overcome this limitation but are
usually heavy and beyond the scope of the paper. On the other end, multivariate
Gaussian Mixture Models (GMM) have proven to be efficient to model colour.
The learning step of GMM however can be very time consuming depending on
the number of mixture components. Fortunately, 5 to 8 components have been
shown to be enough for most cases [34].

In our approach, a joint colour and depth GMM is learnt for each label.
A fixed number of K = 8 components is used to infer the GMM with the
Expectation Maximisation algorithm [35]. While mixtures of Gaussian are sub-
optimal to infer depth, previous work [36] has shown convincing results and
we will see that it suffices to demonstrate the interest of the proposed graph
structure. One way of further improving the method could be to use a more
specific type of joint distribution to characterise the depth [37] but the study of
colour and depth statistical models is not the point of this work.

Now, since our segmentation method is a human-guided task, we first convert
the input light field from RGB to CIELab colour-space to have a perceptually
uniform colour distance in the segmentation process. Let the colour value of a
ray be denoted C(ri). Then, the colour of a ray bundle is defined as the average
colour of its element rays C(bi) = 1

|bi|
∑

ri∈bi
C(ri). Similarly, the depth of a

bundle is the mean depth of its components D(bi) = 1
|bi|
∑

ri∈bi
D(ri).

The data term of a ray bundle bi for a label α is then defined as the negative
log likelihood of the bundle joint colour and depth probability P to belong to
an object of label α, i.e. the data term is computed as

U(bi) =


−log

(
P
(
C(bi), D(bi)|L(bi) = α

))
if ∃ri ∈ bi, S(ri) = 0,

∞ if ∃ri ∈ bi, S(ri) = α,

0 otherwise.

(6)

The joint colour and depth probability P is computed from the GMM. In Eq.
(6) above, we use the input scribbles as hard constraints by setting U(bi) to 0
and ∞ if at least one of the rays of bi is under a scribble.

Unfortunately, the depth information for free rays is unreliable. To compute
P we assume the colour and depth values for a given ray to be independent.
Hence, we can compute the probability P of the 3-dimensional sample ri from
the learnt 4 dimensional multivariate mixture Gaussian by removing the depth
component from the learnt covariance matrix and mixture component means.
Similarly to ray bundles, the scribbles are used as a hard constraint to compute
the unary term for free rays as

U(ri) =


−log

(
P
(
C(ri)|L(ri) = α

))
if S(ri) = 0,

∞ if S(ri) = α,

0 otherwise.

(7)
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Fig. 2. Illustration of the over-connectivity problem. We show what happens to the
neighbourhood of a ray bundle b3 in our approach. Given a simple scene with 2 planes
composed of 6 scene points pi and their corresponding rays bundles bi, we see that b3
has 4 different neighbours across the 3 views (represented in red, green, and blue).

4.2 Pairwise Energy Terms

Because of the new graph structure, we need to define 3 types of pairwise energy
terms (i.e. edge weights): between two rays, between one ray and one bundle
and between two bundles. One of the specificity of the proposed graph structure
is that the connectivity between ray bundles depends on the captured geometry
of the scene. One solution could be to define ray bundles connectivity from
the 3D scene points they represent and keep the free ray pairwise energy as
in conventional monocular segmentation. However, the combination of the two
terms in a single energy function would require tuning an extra coefficient to
balance their relative importance. Moreover, it involves surface reconstruction
which is still a challenging and computationally expensive problem.

Instead, we propose to derive the energy function from a classical monocular
framework. We start from the classical 4-connect neighbourhood to define the
pairwise energy for free rays and ray bundles in order to obtain consistent energy
terms.

The pairwise term between two rays is not different from the one used in
classical image segmentation and is defined from the colour distance of the rays:

P (ri, rj) = δL(rj)6=L(ri) exp

(
−∆E(C(ri), C(rj))

σLab

)
, (8)
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where σLab is the local image colour variance, ∆E the euclidean distance in the
CIELab color space and δ the Kronecker delta so that our term is on the form
of a contrast sensitive Potts model [31]. Similarly, since one ray bundle can only
have one of its component as a neighbour of a free ray r, the pairwise between
a free ray and a ray bundle is defined as:

P (bi, ri) = δL(bi) 6=L(ri) exp

(
−∆E(C(bi), C(ri))

σLab

)
. (9)

One specificity of the proposed graph structure is that the connectivity is de-
pendent of the scene geometry. In fact, as illustrated in Fig. 2, an occlusion yields
a duplicated neighbourhood for points at the border of foreground objects. If the
weights on the corresponding edges were defined between two bundles having at
least one neighbouring ray (minimal connectivity), red nodes corresponding to
points at the border of foreground objects would be more connected to back-
ground points than to their foreground neighbours. To overcome this issue, we
define the strength of the connections between two scene points as the sum of
the colour differences of its corresponding rays (summed connection), which is a
major twist to conventional pairwise energy design. Doing so, the sum of edge
weights at the border of objects compensates for the over-connectivity.

In addition, we use the depth information of each bundle to favour the as-
signment of the same label to two neighbouring bundles which are on the same
depth layer. The bundle pairwise probability term is then expressed as

P (bi, bj) =

δL(bi)6=L(bj) |bj ∩N (bi)| exp
(
−∆E(C(bi), C(bj))

σLab
− (D(bi)−D(bj))

2

σD

)
, (10)

where σLab and σD are the local colour and depth variances.

5 Experiments

We first perform a quantitative evaluation of our light field segmentation ap-
proach using the dataset proposed in [15]. It is composed of 4 densely sampled
synthetic light fields with known depth and ground truth labelling, along with a
set of pre-defined input scribbles. The input data contains 9×9 views of 768×768
pixels. We compare the obtained segmentation with the results in [18]. Similarly,
we use the ground truth labelling to find the optimum parameter m and we use
the same input scribbles.

Fig. 3 shows that our method yields a segmentation which is visually closer
to the ground truth segmentation than the one obtained with the method of
[15]. Tab. 1 gives the percentage of successfully segmented rays with respect to
the ground truth. We can observe that this percentage is very close in terms of
accuracy to the ground truth segmentation. It is also close to the one obtained
in [18], even if in some cases it can be slightly lower.
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Fig. 3. Light field segmentation results obtained with the synthetic light field dataset
proposed in [15]. From left to right, we show, the input central view with scribbles, the
ground truth labelling, the results in [18] and our results. While both algorithms have
a similar performance, in general, our results are more accurate in some challenging
cases (see ’Horses 2’).

Table 1. Segmentation accuracy comparison as the percentage of successfully seg-
mented pixels. The results are for the entire light field views.

Dataset: Still life 2 Papillon 2 Horses 2 Budha

Result of [18]: 99.3 99.4 99.3 98.6

Our results: 99.2 99.5 99.1 99.1

Our results w/o depth: 98.91 99.4 95.5 98.8
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We have seen that our wrongly labeled pixels (less than 1% of total) are on
the 1-pixel wide outskirt of the segmented objects.

However, the big advantage of the method is the very significant gain in terms
of running time. With a mono-thread CPU implementation of alpha-expansion2,
we perform the optimisation in 4 to 6 seconds depending on m, on an Intel Xeon
E5640. Using the ground truth depth, we typically reduce the number of nodes
by a factor of 50 (from 4.77 · 107 to 8.19 · 105 on ’Budha’).

Another interesting point is that, with our framework, using depth in the
unary term is only required to segment complex scenes. Indeed, we can see in Tab.
1 that running the same experiment without the depth in the unary term (Eq.
6), we can obtain very similar results. The only challenging case was the dataset
’Horses 2’, for which the depth is required to differentiate adjacent objects having
the same colour. The first row in Fig. 5 shows the segmentation result on a 4×4
synthetic sparsely sampled light field we produced. The segmentation result is
very close to the ground truth showing that our approach is not limited to
densely sampled light fields.

The approach has also been validated on the real, sparsely sampled light field
of the Middlebury dataset [16] ’Tsukuba’. The input light field is composed of
5×5 rectified views of 288×384 pixels. We estimate, for each view, a disparity
map using the algorithm presented in [38], which is real-time and accurate. More
precisely, we only compute 25 right-to left conventional disparity maps for each
view, without any fusion of the obtained depth maps. The first row of Fig. 6
shows the input image, the scribbles, the depth map and the segmentation result
using m = 20. The segmentation step takes 3 seconds. Fig. 4 visualises as a point
cloud the obtained graph nodes for the light field ’Tsukuba’. We represent free
rays as a 2D array on the background and the ray bundle as 3D points. We can
see that, because the connectivity is defined from the views neighbourhood, the
bundles do not need to be accurately estimated to have a coherent segmentation.
As shown on the second row of Fig. 6, we further tested the approach on the
densely sampled ’Legos’ dataset from the new Stanford light field archive [17].
The images have been down-sampled by a factor of two to decrease the effect of
mis-rectification. We see that our approach can handle challenging setups, where
very few elements differentiate the scene objects.

We also tested the method on several 3D sparse light fields from the Mid-
dlebury [16] dataset. Initially proposed for multiview depth estimation, the light
fields are composed of 7 high resolution views with important baselines. As visi-
ble on the 3 last rows of Fig. 6, we see that the free ray strategy copes efficiently
with errors in the depth maps, while being able to segment arbitrarily defined
objects.

Finally, a major advantage of the proposed method is that a coherent seg-
mentation across all views is available. This is of particular interest for light
field editing tasks. As an example, we show (see second row of Fig. 5) how the
obtained segmentation can be used to remove an occluding object from a scene
during synthetic aperture refocusing [39].

2 http://vision.csd.uwo.ca/code/
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Fig. 4. Visualisation of the graph nodes for the dataset ’Tsukuba’. Points on the back-
ground planes are free rays, points projected in 3D represent ray bundles. We invite
the reader to see the video on our website3 for more details.

Fig. 5. Experiments with our synthetic, sparsely sampled light field. The first row
shows, from right to left, the input image and scribbles, the ground truth and our
result. The second row shows an example of application for the light field segmentation:
object removal via synthetic aperture [39]. From right to left, the obtained light field
segmentation with only two labels (the object to remove in red), the image refocused
using the full light field and the image refocused using the segmented light field.

We make the dataset, along with the results of our experiments and supple-
mentary video available on our website.3

Discussion: Our experiments allow us to draw conclusions at several levels.
First, we show that the proposed framework is an efficient solution to reduce the
computational load of MRF-based light field processing problems. In terms of
accuracy, objective comparison on ground truth data shows results competing
with the state of the art. We also validate our approach on real data, showing
the flexibility of the proposed framework and its robustness to faults in depth
estimation. The running time for the graph cut on CPU being of the order of
the second, a GPU implementation as in [40] will most likely give real-time
performances. As a limitation of our approach, we can see that it requires a
relatively accurate depth estimation on all the views. Indeed, a too incoherent
depth estimation will result in too many free rays, greatly increasing the running
time but also losing segmentation coherence.

3 https://www.irisa.fr/temics/demos/RayBasedGraphStructure/index.html
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Fig. 6. Ligh-field segmentation results on real datasets from [16, 17].

In that case, the angular neighbourhood concept newly introduced in [14]
(for densely sampled light fields) or interactive scribbling of several views (for
sparsely sampled light fields) could be good workarounds.
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Hopefully, this is mitigated by the fact that, for sparsely sampled light fields,
research on disparity estimation is mature, proposing a lot of reliable and fast
disparity estimation. For densely sampled light fields, depth estimation is one of
the main research interests and several efficient approaches have been proposed
[7, 41]. Equally, in some rare cases, two rays with faulty depth estimate will still
satisfy the re-projection constraint, leading to the creation of a bundle that does
not exist. The bundle has generally a depth value different from its neighbour-
hood, making it isolated according to the smoothness term. As a consequence it
can be assigned a label different from its neighbourhood. One solution could be
to increase the smoothness parameter to force consistency, but this also triggers
loss in small details. Another solution could be to forbid the creation of bundles
containing very few rays.

6 Conclusion

We present a novel approach to deal with light field processing needing a MRF
formulation. Instead of using the full ray space in a MRF, the solution exploits
the redundancy of the captured data estimated from a fast, local depth esti-
mation to reduce the amount of nodes, in order to cope with the fact that the
optimisation of MRF problems scales badly with the input size. We demonstrate
the efficiency of the framework by proposing a user guided multi-label light field
segmentation, where scribbles on a light field view are used to learn a colour and
depth model for each object to segment. Unary and pairwise terms are defined
according to the new graph representation. Graph-cut is then used to find the
optimal segmentation. Comparison on synthetic light fields, with known ground
truth show that our approach is close to state of the art in accuracy, while keep-
ing a lower running time. Experiments on real light fields show that the proposed
approach is not too sensitive to the errors in the required depth estimation, and
is rather flexible regarding the arbitrary definition of objects to segment. More-
over, the solution is shown to be as effective for sparse light fields as for dense
light fields. Future work will focus on adapting the proposed method for light
field video segmentation.
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