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#### Abstract

This paper presents an approach to production resource allocation. The approach is applied to a real-world problem within the construction equipment manufacturing industry. A multidimensional knapsack problem formulated; was the proposed model being based on an evolutionary algorithm using a three-dimensional binary-coded chromosome. Various tests were carried out to show the appropriateness of the solution. The experiment results suggest to be satisfactory from the manufacturing company perspective.
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## 1 Introduction

This paper presents a real-world existing problem, which occurred in a construction equipment manufacturer. A variety of complex products is produced sequentially on the high-variety assembly line; the components are added as the semi-finished products move from station to station. Component specifications are dependent upon the products being assembled. Component assembly is made on-site on dedicated machines and requires specific manpower competencies. While the demand for components in number is stable, the workload of the component assembly department is subject to high variations; this causes dissatisfaction among the personnel, increased overtime work and delays on the main production line.

In the context described above, the optimization of the assignment of personnel to the different components, so as to level the workload and minimize operational disturbances on the main assembly lines, is addressed using an evolutionary algorithm.
adfa, p. 1, 2011.
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The described assignment problem is known as the generalized assignment problem (GAP). The problem has been and is of acute interest for researchers as it has various applications in a wide range of areas from vehicle routing, to assigning jobs to computers in a network and it is known to be NP-hard [1, 2].

Researchers are thus interested in finding, in an efficient way, feasible and near optimal solutions. A wide range of techniques have been developed to solve the problem. Cattrysse et al. [3] provided a survey of branch-and-bound techniques and LP relaxation used to solve the GAP. However, the size of this combinatorial optimization problem makes it well suited for meta-heuristics solution methods. Various techniques have been applied such as meta-heuristics based on a single solution approach (tabu search [4], greedy heuristics [5]) or meta-heuristics based on a search within a population of solutions (genetic algorithms [6], bees algorithms [7]). Hybrid approaches combining exact and heuristics methods have also been developed to solve this combinatorial optimization problem [8].

Multiple variants of the GAP [9] exist, which differ from objective functions, constraints and dimensions (or indices). The efficiency of the pre-listed methods is dependent upon the characteristics of the problem.

In this paper, the problem described is characterized as a three-dimensional (3D) assignment problem $[10,11]$ to which we apply an evolutionary algorithm. Section 2 contains the definition of the (real-world) problem, based on the operators' allocation of jobs. The evolutionary algorithm proposed to solve the resource allocation problem is presented in Section 3. The results analysis is presented and discussed in Section 4. Finally, conclusions and directions for future work are outlined in Section 5.

## 2 Multidimensional multiple-choice knapsack problem

The objective of the proposed model, elaborated in collaboration with a construction equipment manufacturer, is to minimize the longest completion time.

A final product is composed of $m / c$ types of components; the component assembly department is composed of $m$ machines $(m=1, \ldots, M)$; each machine is dedicated to the assembly of one type of component. Every day, the main assembly line produces $E$ construction equipment (excavators). As a result, the demand for the component assembly department on the previous day is $E * M=C$ components. For instance, if 6 products are being produced on day $\mathrm{d}+1$ on the main assembly line and the component assembly department is composed of 7 machines, the component assembly department must have assembled 6*7 components on day d. The number of components constitutes the items to schedule. The assembly time of component $c$ of product $e$ on machine $m$ is denoted as $a_{c_{e} m}$; which can then be further simplified as the processing time of component $c$ on machine $m, a_{c m}$ (the component $m$ of product $e$ can only be produced on machine $m$ ).

The number of employees available in the component assembly department is fixed to $O$. Each operator $o(o=1, \ldots, O)$ possesses different competencies on each machine, which depends on his level of training, $k_{o m}$. The processing time of component $c$ of product $e$ on machine $m$ (or component $c$ ) by operator $o$ is denoted $p_{o c m}$
and is equal to $k_{o m} * a_{c m}$. Each operator $o$ can be reallocated and transferred from machine to machine in order to fulfil assembly activities according to his competencies, as long as it does not exceed a maximum number of working hours, $W_{o}$.
The generalized assignment problem can be described using the terminology of knapsack problems [12]. It has therefore been decided to model this allocation problem as a multidimensional multiple-choice knapsack problem (MMKP). The MMKP is a variant of the $0-1$ knapsack problem which is an NP-Hard problem [13]. Table 1 presents the MMKP notation used in this model.

Table 1. MMKP Notation

| Sets |  | Indices |  |
| :---: | :--- | :--- | :--- |
| $O$ | Set of operators in the com- <br> ponent assembly department | $o$ | A operator |
| $M$ | Set of machines | $m$ | A machine |
| $C$ | Set of components | $c$ | A component |
| Parameters |  |  |  |
| $a_{c m}$ | Assembly time of component $c$ on machine $m$ |  |  |
| $k_{o m}$ | Competencies of operator $o$ to work on machine $m$ |  |  |
| $p_{o c m}$ | Processing time for component $c$ being produced on machine $m$ by <br> operator $o$ |  |  |
| $W_{o}$ | Maximum number of working hours of operator $o$ |  |  |
| Variable |  |  |  |
|  | $x_{o c m}\left\{\begin{array}{l}1 \\ 0\end{array} \quad\right.$ if operator $o$ is selected to produce on machine $m$ component |  |  |
| otherwise |  |  |  |

The mathematical formulation of the MMKP with the objective of minimizing the longest completion time is as follows:
$\min _{\max }^{m} \sum_{o=1}^{O} \sum_{c=1}^{C} p_{o c m} * x_{o c m}$
Subject to
$\sum_{m=1}^{M} \sum_{c=1}^{C} p_{o c m} * x_{o c m} \leq W_{o}, \forall o=1, . ., O$
$\sum_{o=1}^{O} \sum_{m=1}^{M} x_{o c m}=1, \forall c=1, . ., C$
$x_{o c m} \in\{0,1\}$
Where equation (2) represents the constraint that operators cannot work longer than $W_{o}$ hours per day. Equation (3) represents the constraint that only one operator can be assigned to one machine at a time.

Figure 1 presents a schematic representation of the binary-coded chromosome, considering $o$ different operators, $m$ different machine and $c$ different components. This representation is similar to the representation proposed in [14].


Fig. 1. Binary-coded chromosome for the MMKP

## 3 Evolutionary Algorithm

Evolutionary algorithms (EAs) are instances of algorithms that work with evolutionary principles. An EA is a search algorithm, inspired by natural selection and genetics that uses a population of possible solutions (candidate solutions) instead of a single solution. The candidate solutions are usually represented as strings (chromosomes) and they are evaluated by an objective (fitness) function. The search is iterative, where better solutions are generated in each iteration after applying certain genetic operators (selection, recombination, mutation etc.) [15].

Due to the problem formulation and especially due to constraint (3), it was decided to propose an EA where only a mutation operator is applied without using recombination in order to keep constraint violations to a minimum. As demonstrated by Hesser and Manner [16], the mutation operator can be considered as a search operator in itself. Hence, Figure 2 shows the EA's pseudocode with selection and mutation operators:

```
begin
            t\leftarrow0
            initialise P}(t
            evaluate }\textrm{P}(t
            while (not termination-condition) do
            begin
            t\leftarrowt+1
            select }\textrm{P}(t)\mathrm{ from }\textrm{P}(t-1
            mutate P(t)
            evaluate P(t)
                end
end
```

Fig. 2. EA's pseudocode

The EA's initial population is generated making sure that all individuals are feasible (i.e., meet constraints (2) and (3)).

To determine the position of undergoing mutation a uniform random choice is used, so each position has the same probability of mutation $p_{m}$; where, $p_{m}$ is defined as the probability of independently inverting the value assigned to operator $o$ from 0 to 1 or from 1 to 0 . Once the inversion is performed, a repair algorithm is applied to make sure that only one operator is allocated a value of 1 as shown in Figure 3.

In this way, the mutated offspring meets the constraint that only one operator can be assigned to one machine at a time eq. (3) but might generate infeasible solutions with respect to the constraint that operators cannot work longer than $W_{o}$ hours per day eq. (2).
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Mutated Offspring

Fig. 3. Mutation operator for the MMKP
In most applications of population-based search methods (such as EA) to constrain optimization problems the penalty function approach of handling constraints is used. In this way comparisons between two feasible solutions, one feasible and one infeasible solution, and two infeasible solutions are possible. In this paper, it was decided to use the constraint handling approach presented by Deb [17]. Therefore, a tournament selection operator is used where two solutions (mutated offsprings) are compared enforcing the following criteria: any feasible solution is preferred to any infeasible solution; from two feasible solutions the one with the better objective function value is preferred; and from two infeasible solutions the one with the smaller constraint violation is preferred. Consequently, in the comparison of two infeasible solutions only the constraint violation is used without having to compute the objective function value [17].
$F(\bar{x})=\left\{\begin{array}{cc}f(\bar{x}) & \text { if } \bar{x} \text { is feasible } \\ f_{\text {max }}+g(\bar{x}) & \text { otherwise }\end{array}\right.$
where $f(\bar{x})$ represents the objective function value given by eq. (1), $f_{\max }$ is the objective function value of the worst feasible solution in the population and $g(\bar{x})$ represents the constraint violation defined as follows:
$g(\bar{x})=\sum_{o=1}^{O}\left(W_{o}-\sum_{m=1}^{M} \sum_{c=1}^{C} p_{o c m} * x_{o c m}\right)$

## 4 Results Analysis

The problem under consideration is a real-world production resource allocation problem defined in collaboration with a construction equipment manufacturer. In this problem, 18 operators with different skills are to be allocated to 7 machines in order to produce 7 different excavators per day.

Table 2 presents the results obtained when running the EA using the approach presented. The initial parameter specifications of the EA are as follows:
Population size ( $N_{p}$ ): 50,
Tournament size (T): 2,
$W_{o}=8$ hours a day,

Table 2. Results found by the EA

| Number of simulation <br> runs A | Operator number with <br> constraint violations <br> (Constraint (3)) | Violation constraint <br> value |
| :---: | :---: | :---: |
| 100 | $1,2,4,5,8,9,12,14,15$ | 8.4714 |
| 300 | $6,7,8,12,13,18$ | 7.4206 |
| 500 | $1,4,5,16,17,18$ | 4.296 |
| 800 | $2,6,11,12$ | 3.1923 |
| 1000 | $2,16,18$ | 1.63205 |
| 1500 | $3,15,18$ | 1.50405 |

From Table 2, it can be observed (as expected) that the violation constraint value decreases as the number of simulations increases. It is also shown that the number of operators which have a constraint violation may decrease, because the constraint violation is related to the fact that operators cannot work longer than $W_{o}$ hours per day. This, in economic terms, means that the company has to pay overtime to those operators with a constraint violation, having a direct impact on the company's profit.

Furthermore, when comparing the algorithm run 300 and 500 simulations, it is possible to see that the number of operators with a constraint violation remains the same. However, the violation constraint value for 500 simulations is almost $50 \%$ lower than the value found for 300 simulations. This shows that the EA has not been defined to decrease the number of operators with a constraint violation but to decrease the violation constraint value. In future work, the minimization of number of operator with a constraint violation can be considered as a second objective resulting in a multiple objective optimization problem.

Finally, when comparing the violation constraint values between 1000 and 1500, it can be seen that the difference between them is not as big as in other instances. This suggests that it may not be advisable to run the EA for a bigger number of simulations since the results might not improve after a certain number of iterations.

## 5 Conclusions

In this paper, an approach to solve the MMKP is presented. The approach is applied to a real-world problem of a construction equipment manufacturer with the aim of allocating different operators to different components to be processed on different machines. The main characteristic of the problem is that the operators' different skills and competences need to be considered in the operators' processing times.

The MMKP is an NP-complete problem therefore an EA was developed to solve the problem. The MMKP coding considered is a 3D binary-coded chromosome which is then transformed to a 2 D representation in order to apply 2 D crossover and mutation operators. The EA's fitness function is represented by the sum of the objective function and a penalty term. The proposed EA seems to have good performance.

Future work should include the variant where two or more operators can be allocated to the same component and the problem solution when more than one objective is simultaneously considered. Another aspect to analyze is the uncertainty related to the processing time definition since no historical data is available. The use of fuzzy sets for modeling this uncertainty could also be interesting for future research.
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