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Abstract. A connected road network with N nodes and L edges has
K ≤ L edges identified as one-way roads. In a feasible direction, these
one-way roads are assigned a direction each, so that every node can reach
any other [Robbins ’39]. Using O(L) preprocessing time and space usage,
it is shown that all feasible directions can be found in O(K) amortized
time each. To do so, we give a new algorithm that lists all the strong
orientations of an undirected connected graph with m edges in O(m)
amortized time each, using O(m) space. The cost can be deamortized to
obtain O(m) delay with O(m2) preprocessing time and space.

1 Introduction

Consider a road network as a connected network with N nodes that correspond
to road intersections, and L edges that correspond to road traits. Of the latter,
K ≤ L are tagged as one-way roads whose direction must be decided, whereas
the rest are two-way roads taken in both directions. The network has a feasible
direction if there is an assignment of direction to each one-way road, so that
from every node it is possible to reach all the other ones in the network. The
problem of finding a feasible direction in a road network has been studied since
Robbins’ theorem, which gives the necessary and sufficient conditions [21]. In
particular, the problem is named one-way street problem in [22].

Problem definition. This paper addresses the problem of discovering all the
feasible directions in the one-way street problem, which might find application
in situations where no clear apriori optimality criterion is available for directing
the network, and multiple criteria must be tailored for the special situation at
hand (e.g. some populous areas of big cities, which contain many narrow one-
way roads). We reduce the problem of finding feasible directions in the road
network to the problem of finding strong orientations of an undirected graph
G with n ≤ 2K nodes and m ≤ 2K edges, where each strong orientation (so
afterwards) of G produces a distinct directed graph that is strongly connected,
that is, every node can reach any other node.

? Work partially supported by the Italian Ministry of Education, University, and Re-
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Fig. 1. Two ear decompositions (left and right) and a so obtained from both (center)

Related work. Several papers by Roberts and Xu deal with these feasible direc-
tions [23–26] in the one-way street problem. The results reduce the latter to the
problem of finding a so of a mixed multigraph, which is a multigraph where both
directed and undirected edges coexist. Robbins’ theorem has been extended by
Boesch and Tindel [3] accordingly, and Chung et al. [7] describe a linear time
algorithm for finding a strong orientation in a mixed multigraph. In our reduc-
tion to listing sos, however, we have the additional requirement of preserving
all feasible directions in the reduction (see Section 2).

Some variations of the one-way street problem have been considered with the
purpose of minimizing the average [11] or the maximum [12, 13, 15, 19] distance
among all pairs of nodes, both of which are NP-hard problems [8, 20] (see [18] for
a survey). Moreover, the minimum diameter among all the strong orientations
of a given graph has been shown to be related with its domination number [13].
Other variations consider, for instance, the distance stretch for each pair of
nodes [16], other connectivity constraints [1], cost-based constraints [5], degree-
based constraints [2], and forced orientations [6].

The previous works mentioned above do not extend efficiently to our problem.
By Robbins’ theorem [21] the graphs that admit sos are exactly the 2-edge con-
nected graphs: in these graphs, for every pair of nodes there are two edge-disjoint
paths connecting them; hence, if G is not 2-edge connected, the corresponding
road network has no feasible direction. Its proof contains the following remark-
able hint to find all the sos, but it has some issues. Given an ear decomposition
of G, it is possible to produce a so by orienting each ear as a directed path,
thus obtaining 2k sos from an ear decomposition with k ears. In general, list-
ing ear decompositions and then obtaining sos seems a natural approach to our
problem. However, two different ear decompositions can lead to the same so.
Figure 1 shows two possible ear decompositions of a graph yielding the same
so: first orient the cycle {1, 2, 3, 4, 5} clock-wise in both orientations, then in the
left one orient the ears as (1, 6, 7) and (3, 8, 7, 5), whereas in the right one as
(3, 8, 7) and (1, 6, 7, 5). It is easy to generalize this example, so that the same so
is obtained by many distinct ear decompositions.

A possible way to list once all the sos would be to consider one edge at a
time and employ the algorithm in [7] to check which orientations of that edge
will lead to a solution. This approach would yield a recursive algorithm taking
O(m2) time per solution because of the O(m) recursion depth. It is natural to
ask whether O(m) time is possible, as each solution requires O(m) to be output.
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Our contribution. We present the first algorithm for efficiently listing once all
the sos in a graph G with m edges, with a cost of O(m) time per solution and
using O(m) preprocessing time and total space. The cost can be deamortized
to obtain O(m) delay with O(m2) preprocessing time and space, where the
delay is the maximum time elapsed between any two consecutive outputs. Using
this result, we are able to find all the feasible directions of the road network
in O(K) amortized time per solution, using O(L) preprocessing time and total
space; also, the cost can be deamortized to obtain O(K) delay using O(K2 +L)
preprocessing time and total space. Furthermore, our approach easily extends to
the enumeration of totally cyclic orientations, which are orientations in which
every edge is part of a cycle. On a connected graph, these orientations are exactly
the sos [4], otherwise they are combinations of the sos of each component. Note
that sos are not related to acyclic and cyclic orientations [9, 10], orientations
with respectively no cycles or at least one, which require different algorithmic
techniques.

In the paper we adopt the following notation for an undirected connected
graph G = (V,E) with |V | = n nodes and |E| = m edges. An orientation of G is
the directed graph

−→
G = (V,A) where for any pair {u, v} ∈ E either (u, v) ∈ A or

(v, u) ∈ A. The orientation
−→
G is strong if

−→
G is strongly connected. For the sake

of clarity, we call edges the unordered pairs {x, y} (undirected graph), while we
call arcs the two possible orientations (x, y) and (y, x) (directed graphs).

2 From One-Way Streets to Strong Orientations

We show how to list solutions for the one-way street problem by a reduction to
the problem of listing strong orientations, as this gives a cleaner proof of our
results. As in [22], we use the notion of mixed graph G = (V,E,A), i.e. a graph
with vertices (in V ) linked by the edges in E and by the arcs in A. Clearly,
both directed and undirected graphs are special cases of mixed graphs, in which
E = ∅ or A = ∅ respectively. Given the mixed graph G = (V,E,A), we say that
node x reaches node y if there is a path from x to y that uses directed edges
in their correct orientation and/or undirected edges. G is strongly connected if
u reaches v for every pairs of nodes u, v ∈ V , and is 2-edge connected if there
are two edge-disjoint paths connecting u and v for every pair of distinct nodes
u, v ∈ V . We refer to G as a mixed multigraph when E or A are multisets.

Consider a road network R with N intersections, K one-way roads and L−K
two-way roads. We thus model R as a mixed multigraph M = (VM , EM , AM )
in which every node in VM represents a road intersection, EM is the multiset of
edges corresponding to the one-way roads, and AM is the multiset of directed
arcs, that contains (x, y) and (y, x) for each two-way road linking the intersec-
tions modeled by x and y (hence, |VM | = N , |EM | = K, and |AM | = 2(L−K)).
A strong orientation of M is a direction assignment for the edges in EM such that
the resulting directed multigraph is strongly connected. Any edge {u, v} ∈ EM

has two possible orientations (u, v) and (v, u), representing how the correspond-
ing road is directed. We consider this to hold for self-loops as well.
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It is straightforward to see how a strong orientation of M corresponds to
a feasible way of directing R. We will map strong orientations of the mixed
multigraph M to strong orientations of a suitable graph G.

To this aim, we introduce the following operation on mixed multigraphs:

Definition 1 (contraction of a directed cycle). Given a mixed multigraph
M = (VM , EM , AM ) and a set of nodes C ⊆ VM which form a directed cycle,
the contraction of C as a node c modifies M as follows: VM = (VM \ C) ∪ {c};
for each edge e ∈ EM and each arc a ∈ AM , any endpoint of e and a in C is
replaced by c; finally, any oriented self-loop on c created this way is removed.

Note that a contraction can create unoriented selfloops that we preserve along
with their endpoints before the contraction.

Lemma 1 shows a useful property of the contraction of a directed 2-cycle,
while Lemma 2 shows how to neglect undirected self-loops as well.

Lemma 1. Let M be a mixed multigraph, and x, y a pair of nodes such that
both arcs (x, y) and (y, x) exist in M . Let M ′ be the mixed multigraph obtained
by contracting the directed 2-cycle C = {x, y} as a node c. There is a one-to-one
correspondence between the strong orientations of M and the ones of M ′.

Proof. Let us show that any so of M induces a unique so of M ′ and vice
versa. We remark that all undirected edges of M are preserved in M ′, although
some might have become undirected selfloops, thus we have a mapping from
each undirected edge of M to a distinct one of M ′. Note that this gives us
a bijective mapping of the orientations of M and M ′, as each orientation is
defined by the direction assignment of the undirected edges. Consider now a
strong orientation of M : each node can reach/be reached by both x and y, thus
in the correspondent orientation of M ′ each node will reach/be reached by c by
construction, making M ′ strongly connected. Similarly a strong orientation of
M ′ induces a strong orientation M . Thus we have a one-to-one correspondence
between strong orientations of M and M ′. ut

Lemma 2. Let M ′ be the multigraph obtained by removing all the k unoriented
self-loops in the mixed multigraph M . Each strong orientation of M ′ corresponds
to 2k unique strong orientations of M , and all strong orientations of M can be
found this way.

Proof. Strong connectivity is not influenced by the removal of self-loops. Thus,
removing all self-loop from a strong orientation of M gives us a strong orientation
of M ′. Moreover, given a strong orientation of M ′, we can obtain 2k unique
strong orientations of M by assigning arbitrary orientations to any self-loop
(recall that each edge, including self-loops, has two possible orientations). Since
two orientations obtained in this way from different orientations of M ′ are clearly
distinct, the statement follows. ut

Using Lemma 1 and Lemma 2 we transform M = (VM , EM , AM ) in a graph
G = (V,E), exploiting the fact that all the arcs in AM form a set of directed
cycles of size 2 by construction. Our transformation proceeds as described next.
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1. We contract every directed cycle in M to obtain an undirected multigraph
M ′ according to Lemma 1. Note that M ′ contains only unoriented self-loops.

2. We remove all the self loops in M ′ according to Lemma 2.
3. From the resulting multigraph M ′′ we obtain G = (V,E) as follows: for each

edge {x, y} in M ′′, we have edges {x, z} and {z, y} in E, where z is a new
dummy node, and V is made of the nodes of M ′′ plus the new dummy nodes.

Note that |V | = n ≤ |VM | + |EM | = 2K and, similarly, |E| = m ≤ 2K by
construction. We now show that this transformation is correct.

Lemma 3. Let G be the graph obtained by applying the above transformation
to a mixed multigraph M modelling a road network. Each strong orientation of
G corresponds to 2k unique strong orientations of M , where k is the number of
self-loops removed in the transformation. Each strong orientation of M can be
obtained this way.

Proof. By Lemma 1 and 2, we only need to prove that there is a one-to-one
correspondence between the strong orientations of G and the ones of M ′′. Let di
denote the dummy node of G introduced by the transformation when “splitting”
i-th edge {x, y}. Given an arbitrary orientation of M ′′, we define an orientation of
G in the following way: if (x, y) is the orientation of {x, y}, then the orientations
of {x, di} and {y, di} are (x, di) and (di, y). This mapping is clearly injective.

It is now sufficient to prove that any strong orientation of G is induced by
a strong orientation of M ′′ and vice versa. Let u,w be two nodes of G. We can
assume wlog that neither of them is a dummy node: if, say, u = di for edge
(x, y) of M ′′, then we have edges (x, u),(u, y) in G and we can replace u with
y. Since G is strongly connected, and only has edges between dummy and non-
dummy nodes, there exists a directed path u = v1, d1, . . . , dk−1, vk = w in G,
which alternates non-dummy and dummy nodes. By construction of G and the
mapping, it follows that v1, v2, . . . , vk−1, vk is a directed path from u to v in M ′′.
For the converse, let u,w be two nodes of M ′′. Since M ′′ is strongly connected,
there is a path u = v1, . . . , vk = w in M ′′. By construction, G has the path
u = v1, d1, . . . , dk−1, vk. ut

3 Finding Strong Orientations

In this section we show how to efficiently find all the strong orientations (sos)
of an undirected graph G = (V,E). We assume wlog that G = (V,E) is 2-
edge connected: this is a consequence of the following well-known result [21], as
otherwise there are no sos.

Theorem 1 (Robbins’ theorem). A graph G admits a strong orientation iff
it is 2-edge connected.

We introduce the key definitions and properties that will be used to build
our algorithm. Using the standard definitions, we call a cut of G any bipartition
V1, V2 of its nodes and we say that an edge {x, y} or an arc (x, y) crosses the cut
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Fig. 2. Two partial orientations of a mixed graph: a one-way cut (left) and a forcing
cut with bound edge {3, 4} having (3, 4) as bound direction (right)

if x ∈ V1 and y ∈ V2, or vice versa. We define two kinds of cuts which will help
us model the problem, namely one-way cut and forcing cut.

Definition 2 (one-way cut). Given a mixed graph G = (V,E,A), we call a
cut V1, V2 of V a one-way cut if the cut is crossed only by arcs, which are all
oriented towards V1 (alternatively, the arcs are all oriented towards V2).

We will also exploit another kind of cut that lets us foresee which orientations
of which edges will produce a one-way cut:

Definition 3 (forcing cut). Given a mixed graph G = (V,E,A), we call a cut
V1, V2 of V a forcing cut if the cut is crossed by exactly one undirected edge,
called bound edge, and by one or more arcs that are all oriented towards V1.
We call bound direction the one obtained by orienting the bound edge towards
V2. (The roles of V1 and V2 can be interchanged.)

Note that we cannot have zero arcs in a forcing cut of G as otherwise G
would not be 2-edge connected.

Lemma 4. Let G = (V,E,A) be a 2-edge connected mixed graph that has no
one-way cut. Then any node x reaches any other node y.

Proof. Let us suppose by contradiction that there exist two nodes x, y such that
x does not reach y. Let Vx be the set of nodes that are reachable from x. Since
y 6∈ Vx, we have that Vx, V \Vx is a cut of the graph. Moreover, by its definition
there can be no edge going from a node of Vx to a node of V \ Vx, so Vx, V \ Vx
is a one-way cut as the graph is connected. ut

The above lemma together with Theorem 3, are crucial to understand the
idea behind our approach. For this, we need the following known theorem in [3],
that extends Robbins’ theorem.

Theorem 2 (Boesch and Tindell). A mixed graph G has a so if and only if
G is strongly connected and 2-edge connected.
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We say that a mixed graph can be completed or extended to a so if there
exists a direction assignment for its edges such that the resulting digraph is a
so. By ensuring that our partial orientation never admits a one-way cut, we
can ensure the existence of a strongly connected extension using Boesch and
Tindell’s theorem.

Theorem 3. A 2-edge connected mixed graph G = (V,E,A) can be completed
to form a so iff G does not admit a one-way cut.

Proof. If G has a one-way cut V1, V2, clearly it cannot be extended to a so.
Indeed, as all edges between V1, V2 are already oriented, the cut will still be a
one-way cut in any extension, thus nodes in V2 will not be reachable by nodes
in V1.

To prove the other implication, note that by Lemma 4 we have that in G
any node can reach any other node. Moreover we know by hypothesis that G is
2-edge connected. Boesch and Tindell’s theorem implies that such a graph has
a so, proving our result. ut

Finally, we show how the concept of forcing cut is important for the
completion of an orientation as a so. In particular, Theorem 4 extends Lemma 2
in [7].

Lemma 5. Let G = (V,E,A) be a 2-edge connected mixed graph, and V1, V2 a
cut of V . Then V1, V2 can be turned into a one-way cut by orienting exactly
one undirected edge iff V1, V2 is a forcing cut.

Proof. The proof follows immediately from the definitions of one-way cut and
forcing cut. ut

Theorem 4. Let G = (V,E,A) be a 2-edge connected mixed graph that has
no one-way cut, and {x, y} an undirected edge in E. Then neither of the
orientations (x, y) and (y, x) of the edge will create a one-way cut iff {x, y} is
not a bound edge.

Proof. If {x, y} is not a bound edge, both orientations lead to a solution. Indeed,
any cut crossed by {x, y} is not a forcing cut, thus by Lemma 5 any orientation
of {x, y} will not produce a one-way cut. If {x, y} is a bound edge, then there
is a cut V1, V2 of V in which all edges are oriented towards V1 except for {x, y}.
Orienting {x, y} towards V1 will create a one-way cut. ut

3.1 Algorithm description

The above properties are the guidelines for a simple and efficient algorithm to
enumerate the sos of G. The core idea hinges on bound edges to guarantee that
each recursive call either outputs a new SO or yields two calls that will produce
at least one new SO each.

The ideas are detailed in Algorithm 1: it is a recursive approach that consists
in incrementally exploring all the possible ways of orienting edges of G that
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Algorithm 1: Finding all strong orientations (sos)

Input : Graph G = (V,E).
Output: All sos of G.
Strong-Orientations(V,E, ∅)

Function Strong-Orientations(V,E,A)
B ← bound edges in mixed graph G = (V,E,A)
E ← E \B
A← A ∪ {(b, c) : (b, c) is the bound direction of {b, c} ∈ B}
if E = ∅ then

output so← −→G = (V,A)

else
{x, y} ← an arbitrary edge in E
E ← E \ {{x, y}}
Strong-Orientations(V,E,A ∪ {(x, y)})
Strong-Orientations(V,E,A ∪ {(y, x)})

will lead to a solution. In the beginning G is completely undirected, so it will
not contain a one-way cut. By Theorem 4 we know that the edges that can
create a one-way cut are exactly all the bound edges; let B be the set of such
edges. Each edge in B must be oriented according to its bound direction, as it
would otherwise create a one-way cut. Note that as a consequence of Boesch
and Tindell’s theorem [3], if there is at least one so, then the bound direction
does not create a one-way cut. For all other edges, we are free to chose any
orientation. Thus we orient the edges in B according to their suitable direction,
pick an arbitrary edge {x, y} (if any), and recur on both possible ways (x, y) and
(y, x) of orienting {x, y}. When there are no more edges that can be oriented we
output the current orientation.

It remains to describe how to find the bound edges in B. In any recursive
step, our algorithm starts with a mixed graph G = (V,E,A), where A are the
edges that have been already directed, and E the ones that have not. We need
to find in this graph all the bound edges in E, that is, all the forcing cuts
of M . As we will show in Lemma 7, these are actually all the undirected edges
which are strong bridges.

Definition 4 (strong bridge). Given a mixed graph G, a strong bridge is an
edge that, if removed, increases the number of strongly connected components of
G.

Using the algorithm by Italiano et al. [17] we can find all strong bridges in G
in O(|E| + |A|) time. The algorithm is intended for directed graphs, but it can
also be applied to mixed graphs by considering each undirected edge {x, y} as
a pair of arcs (x, y), (y, x) with opposite directions, so as to traverse {x, y} in
both directions: whichever is chosen between (x, y) and (y, x) as a strong bridge,
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gives the bound direction to {x, y}. (Note that (x, y) and (y, x) cannot be both
chosen as strong bridges.)

3.2 Correctness

As any edge that is not bound can be oriented in both ways and lead to a solution
by Theorem 4, we observe the following fact.

Lemma 6. Let e be an edge that is not bound in G. Then, orienting any bound
edge of G in its forced direction does not make e a bound edge.

Proof. It follows from the observation that any cut involving e has at least two
undirected edges, thus orienting the bound edges cannot affect e.

Lemma 7. Let {x, y} be an undirected edge in a strongly connected mixed graph
G. Then {x, y} is bound iff it is a strong bridge.

Proof. We will first prove that if {x, y} is a bound edge then it is a strong bridge.
Indeed, if Vx, Vy is the forcing cut of {x, y}, where all other edges go from
Vx to Vy, then removing {x, y} makes nodes in Vy unable to reach nodes in Vx,
increasing the number of strongly connected components of G, thus {x, y} is a
strong bridge.

Suppose now that {x, y} is a strong bridge. Let Vx and Vy be the set of nodes
reachable from respectively x and y without using the edge {x, y}. Since {x, y} is
a strong bridge, either Vx 6= V or Vy 6= V . Let V1 be the set, chosen between Vx
and Vy, satisfying the latter disequality. Let V2 = V \V1 be the complement set,
which is nonempty, and consider the cut V1, V2: all the arcs in this cut (except
{x, y}) must be oriented towards V1, as otherwise V1 would be larger. Hence,
V1, V2 is a forcing cut for {x, y} because V1 has no outgoing edges to V2 other
than {x, y} itself. ut

Theorem 5. Given a 2-edge connected graph G = (V,E), our algorithm cor-
rectly outputs all the strong orientations of G exactly once.

Proof. A 2-edge connected mixed graph can be completed to form a so iff it does
not admit a one-way cut by Theorem 3. Hence, we prove by induction on |E|
that, if G′ = (V,E,A) is a mixed graph with no one-way cut, our algorithm
outputs all the sos of G′ once.

Base case for |E| = 0. Then G′ is completely oriented and with no one-way
cut, so by Lemma 4 it is strongly connected. Moreover it has exactly one so−→
G′ = (V,A), which we output.

Inductive step for |E| > 0. We can identify all the bound edges in G′ and
their bound directions by Lemma 7, using the algorithm in [17]. Orienting bound
edges in their bound direction does not alter the set of sos of G′, since there is
no so that has a bound edge in the other direction: as each bound edge belongs
to a forcing cut, orienting that edge otherwise would create a one-way cut
by Lemma 5. Also, orienting a bound edge in its bound direction cannot create a
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new bound edge by Lemma 6. We can thus consider G′ as having no bound edges,
without loss of generality. If G′ has no more undirected edges, we fall back to the
base case. Otherwise, given an undirected edge e of G′, we know that orienting
it either way does not produce any one-way cut by Theorem 4. Any so must
have e in either one direction or the other. Let G′1 and G′2 be the graphs obtained
by orienting e in each way, respectively. Since both G′1 and G′2 have a smaller
number of undirected edges than G′, we know by inductive hypothesis that our
algorithm terminates, outputting all the sos of G′1 and G′2 once. Any so of G′

is a so of either G′1 and G′2, and the latter have no intersection as they differ on
the orientation of e. Hence, the algorithm produces all the sos of G′ once. ut

3.3 Analysis

We now analyze the time and space cost of our algorithm on the graph G =
(V,E), with |V | = n and |E| = m assuming wlog that it is connected. We
remark that each recursion node which is not a leaf has at least two children,
and that every leaf of the computation tree outputs a distinct solution. This gives
us a computation tree with no unary nodes4 and α leaves, where α is the number
of solutions. It follows that the total number of recursion nodes is bounded by
2 · α and thus the amortized cost per solution of the algorithm is bounded by
the cost of a single recursion node.

Consider the structure of Algorithm 1. We show how every step takes O(m)
time. Computing bound edges is done in O(m) time by finding the strong bridges
and selecting the undirected ones; moreover, the algorithm by Italiano et al. [17]
is applied to a directed graph where each undirected edge is represented by two
directed arcs, thus finding a strong bridge will immediately give us the bound
direction of the corresponding bound edge, making the assignment of bound
directions clearly O(m) time. All other steps involve updating or scanning sets
of size O(m), which trivially take O(m) time each. The total cost is O(m · α),
or equivalently O(m) amortized cost per solution. We remark that this cost is
optimal for merely printing each so.

Finally we show that the space cost is bounded by O(m) as well: indeed,
the working space of a single recursion node is O(m), but the information that
needs to be passed on to child recursive calls, other than the input, is simply
the partial orientation of the graph. If stored as the difference with the partial
orientation in the parent node, the space requirement of a root-to-leaf path (and
thus of the whole algorithm) is always O(m). Thus the following holds:

Theorem 6. Given a 2-edge connected graph G = (V,E), Algorithm 1 outputs
all the strong orientations of G exactly once, in O(m) amortized time, using
O(m) total space.

We observe that the delay of Algorithm 1 is bounded by the sum of the costs
along a leaf-to-root path and a root-to-leaf path. Since the cost of each recursion

4 This is crucial, as the presence of unary nodes is the reason behind the O(m2) cost
of the approach based on [7], mentioned in the introduction.
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node is O(m), and the depth of the computation tree is at most m, we obtain
O(m2) delay. We will now show how the delay can be reduced to O(m) using the
Output Queue Method by Uno [27], which suitably accumulates solutions that
arrives at an irregular pace to output them in a regular fashion, using a queue
of bounded size. The method depends on two parameters: T ∗, the maximum
cumulative cost in a root-to-leaf path of the recursion tree, and T̄ , an upper
bound on the amortized cost per solution in any subtree of the computation. In
our case, the former is O(m2) as discussed above, and the second is Θ(m), as
each k-size subtree of our binary recursion tree has Θ(k) leaves (i.e. solutions
since there are no unary nodes), and a node takes O(m) time. As a result,
using a queue of O(T ∗/T̄ ) = O(m) solutions, we can output each solution with
delay O(T̄ ) = O(m). This takes O(T ∗ + T̄ ) = O(m2) preprocessing time and
O(m · T ∗/T̄ ) = O(m2) space.

Theorem 7. Given a 2-edge connected graph G = (V,E), there exists an al-
gorithm that outputs all the strong orientations of G exactly once, with O(m)
delay, using O(m2) preprocessing time and total space.

4 Conclusions

In this paper we considered the problem of finding all feasible ways of directing a
connected road network, also known as the one-way street problem, and reduced
the latter to the problem of listing all the strong orientations in an undirected
connected graph. The bounds are optimal if one wants to print each strong ori-
entation. A referee suggests the interesting open problem of enumerating totally
cyclic orientations in 3-edge connected graphs [14] in constant amortized time
by listing only the edges that get flipped from orientation to orientation.
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