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Abstract This paper describes a next-generation security information and event
management (SIEM) platform that performs real-time impact assess-
ment of cyber attacks that target monitoring and control systems in
interdependent critical infrastructures. To assess the effects of cyber at-
tacks on the services provided by critical infrastructures, the platform
combines security analysis with simulations produced by the Infrastruc-
ture Interdependencies Simulator (i2Sim). The approach is based on the
mixed holistic reductionist (MHR) methodology that models the rela-
tionships between functional components of critical infrastructures and
the provided services. The effectiveness of the approach is demonstrated
using a scenario involving a dam that feeds a hydroelectric power plant.
The scenario considers an attack on a legacy SCADA system and wire-
less sensor network that reduces electricity production and degrades the
services provided by the interdependent systems. The results demon-
strate that the attack is detected in a timely manner, risk assessment is
performed effectively and service level variations can be predicted. The
paper also shows how the impact of attacks on services can be estimated
when limits are imposed on information sharing.
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1. Introduction
Cyber attacks against supervisory control and data acquisition (SCADA)

systems [22] have shown that security violations can compromise the proper
functioning of critical infrastructures. The Stuxnet worm [13] exploited vul-
nerabilities in the information and communications technology layer (primarily
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deficient security policies and bugs in special purpose systems), ultimately af-
fecting the operation of programmable logic controllers and the uranium hexa-
fluoride centrifuges they controlled. Cyber attacks typically induce faults in
sensors and actuators, and alter supervisory mechanisms and notification sys-
tems. Once activated, the faults become errors and result in improper opera-
tions. These can cause failures in critical infrastructures and eventually affect
services, facilities, people and the environment.

Sophisticated wireless sensor networks [5] are increasingly used to monitor
critical infrastructure assets, including dams and pipelines [4, 18]. In fact, sen-
sor networks are rapidly being integrated in SCADA environments. Wireless
sensor networks are often deployed in hydroelectric power plants and dams to
monitor feed water supply, power generation, structural stability, environmen-
tal conditions and pollution levels. A single dam can have a thousand sen-
sors, with additional sensors deployed in areas surrounding the water reservoir.
Wireless sensor networks expose SCADA systems to new threats introduced
by the information and communications technology layer. Unlike traditional
sensor systems, wireless sensor networks are also vulnerable to signal eaves-
dropping and physical tampering, along with new ways of compromising data
confidentiality, integrity and availability. The effects of cyber attacks against
a dam include: (i) anomalous variations in seepage channel flows; (ii) uncon-
trolled gate opening; (iii) excessive turbine and infrastructure vibrations; (iv)
structural instability; and (v) reservoir level variations.

Despite the adoption of security policies and the implementation of counter-
measures, SCADA systems and wireless sensor networks continue to be vulner-
able [2, 17]. SCADA systems are generally unable to cope with cyber attacks
primarily because they were not designed with security in mind. Protection
from cyber attacks has to be provided by additional security mechanisms that
must be integrated with existing SCADA systems in a seamless manner. Logi-
cal security is commonly provided by security information and event manage-
ment (SIEM) systems, which are specifically designed to manage and operate
information and communications technology applications.

This paper presents a next-generation SIEM platform that performs real-
time impact assessment of cyber attacks against monitoring and control sys-
tems in interdependent critical infrastructures. Run-time service level analysis
is performed in the SIEM workflow. This is enabled by three novel contribu-
tions: (i) enhanced security event collectors (probes) that perform advanced
semantic analysis of non-IP domains (e.g., wireless sensor networks) in the
SIEM framework; (ii) impact assessment based on interdependency simulation;
and (iii) transformation of SIEM risk assessment metrics to critical infrastruc-
ture operational levels (i.e., levels of services provided by the attacked systems).
The approach also helps predict service level variations when limits are imposed
on information sharing among different critical infrastructures.

Romano, et al. [23] have proposed the use of an enhanced SIEM system to
monitor the security level of a traditional dam that incorporates legacy control
systems and wireless sensor networks; the system was designed to collect data
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from physical devices (sensors) and correlate physical events with events gener-
ated at the logical layer. This paper further enhances the SIEM system to assess
the impact of cyber attacks against a dam that exhibits interdependencies with
other critical infrastructures. The goal is to improve risk analyses performed
by SIEM systems with qualitative and quantitative analysis of service level
variations. This ultimately reduces the time required for decision making and
improves decision outcomes in the presence of impending failures. The impact
assessment module of the SIEM system relies on i2Sim [16], an infrastructure
interdependency simulator that models resource flows between critical infras-
tructures and assesses how the output of one critical infrastructure is affected
by the availability of resources provided by other critical infrastructures.

2. Related Work
This section discusses related work on next-generation SIEM systems for

service level monitoring and models for evaluating critical infrastructure inter-
dependencies.

Collections of events occurring in network systems enable the SIEM frame-
work to assess the security level of network domains. A common way to store
this information is to save it in logs generated by security probes and logi-
cal sensors. Since logs have heterogeneous formats (semantics and syntax), it
is necessary to convert log data into a common representation. The overall
process encompasses data gathering, parsing, field normalization and format
conversion. Mostly, this process is executed by SIEM agents that collect data
from several sources. In order to use SIEM systems to protect critical infras-
tructures, obtain a holistic view of security and enable impact analysis of cyber
attacks on service levels, it is necessary to incorporate enhanced data collec-
tors [6]. Specifically, enhanced data processing has to be introduced at the
edge of the SIEM architecture to perform multi-level data aggregation and to
manage data processing in the organizational domain [6].

Two widely-used data collectors, OSSIM-Agents [1] for the Open Source Se-
curity Information Management (OSSIM) SIEM platform and Prelude-LML for
the Prelude OSS SIEM system [19], collect data using transport protocols (e.g.,
Syslog, Snare, FTP and SNMP) and produce OSSIM and IDMEF [8] messages,
respectively. Both types of collectors execute format translation tasks, but do
not perform content analysis and advanced data manipulation such as aggrega-
tion, filtering, correlation, anonymization and content-based encryption. Cop-
polino, et al. [7] have demonstrated that the OSSIM SIEM system can be used
to protect critical infrastructures in a non-intrusive manner (i.e., without mod-
ifying SIEM framework components). They also show how to process physical
layer data on the OSSIM server. Specifically, the server is configured to an-
alyze environmental and physical measurements to detect physical anomalies
in the SCADA workflow of a dam infrastructure. The introduction of SIEM
technology in a dam protection system enables a massive number of messages
to be sent from data sources (measurement collection points) located in the
field towards the core of the OSSIM architecture (OSSIM server).
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In the area of interdependency models, researchers have adopted a variety of
techniques (e.g., agent-based systems, input-output inoperability, system relia-
bility theory, nonlinear dynamics and graph theory) to model different types of
interdependency phenomena [9, 21]. Satumitra, et al. [24] have demonstrated
that it is possible to distinguish between physical, social, logical, geographical
and cyber interdependencies. Ghorbani, et al. [14] have presented a classifica-
tion and comparison of agent-based interdependency modeling and simulation
tools. The work described in this paper is based on i2Sim [16], a simula-
tion environment that models critical infrastructure interdependencies based
on resource requirements and distribution. Using specific components called
production cells, i2Sim is able to model the high-level behavior of a critical
infrastructure by specifying the level of input resources that the critical infras-
tructure needs in order to provide a certain quantity of output. i2Sim also
makes it possible to model the reduction of output quantity due to a reduction
of input resources or an internal failure (e.g., due to a physical or cyber event).

Although SIEM systems can be enhanced to provide a multilayer view of
system events and cope with sophisticated cyber attacks against service infras-
tructures, they do not use infrastructure interdependency models to evaluate
real-time cascading effects [11]. The approach described in this paper incorpo-
rates an infrastructure interdependency model in a SIEM system in order to
evaluate how cyber attacks against wireless sensor nodes impact interdependent
systems. The proposed methodology is effective in current information sharing
contexts where only limited amounts of information can be exchanged between
interdependent infrastructures. Theoharidou, et al. [25] discuss related work
on risk and impact assessment, but they neither consider security-related risks
and technologies nor information sharing constraints.

3. Cyber Attack Impact Assessment
The proposed SIEM platform analyzes data from diverse sources and assesses

the impact of cyber attacks on the services provided by interdependent critical
infrastructures. The SIEM platform implements a novel level of intelligence
(with respect to state-of-the-art commercial solutions), enabling a holistic view
of security. The solution also supports the introduction of sophisticated detec-
tion mechanisms to discover attacks in non-IP networks (e.g., wireless sensor
networks) and in the business layer. This feature is key to enhancing SIEM
system intelligence and assessing the impact of attacks on critical infrastructure
services.

Figure 1 shows the architecture of the enhanced SIEM platform. The plat-
form incorporates the following main components:

SIEM Collector: This component collects data from the monitored
infrastructures to provide a multilayer view of system events and cross-
correlate data in the proximity of the collection points. The modules
responsible for data aggregation are called security probes. The security
probes observe data related to specific services and detect anomalous
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Figure 1. Enhanced SIEM platform architecture.

behavior. Information expressed in the resulting alarms is valuable for
security risk assessment as well as service level impact assessment.

SIEM Correlation Server: This component correlates events from se-
curity probes located in the proximity of critical infrastructure field sys-
tems. The SIEM server generates high-level alarms when cyber attacks
against the monitored critical infrastructures are detected. The alarms
contain a risk metric and information about the targeted assets. This in-
formation is used to assess the impact of attacks on critical infrastructure
services. In this work, the SIEM correlation server is the OSSIM server.

Critical Infrastructure Impact Assessment: This component as-
sesses the impact on the services provided by interdependent critical in-
frastructures, some of which may be victims of cyber attacks. First, a
mapping is performed between the alarms triggered by the SIEM correla-
tion server and the operability levels provided by i2Sim. Next, an i2Sim
simulation is executed to assess how the services provided by other critical
infrastructures are affected by the new operability levels given the existing
interdependencies. The alarms are weighted based on the relevance of the
targeted assets to other critical infrastructures. The weighted alarms are
sent to human experts or to decision support systems (DSSs) to identify
the appropriate countermeasures.
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3.1 Enhanced Collection
The SIEM collector is called the generic event translation (GET) frame-

work [23]. It comprises modules that gather, parse, filter, anonymize, normal-
ize, translate, aggregate and correlate low-level events (micro-events) across
different layers. This workflow generates semantically-rich messages (macro-
events) and dramatically reduces the volume of data generated by the sensors
and directed to the SIEM server. Moreover, the GET framework confines the
processing of private data within the domain boundaries of the collection points
(e.g., company and organization networks). The GET framework operates as
a data parser (i.e., it preprocesses data and translates content representation)
and also correlates and analyzes data. A useful tool for producing pattern de-
tectors is the State Machine Compiler [20], which facilitates the deployment
of complex state machines represented as state charts. Each security probe
receives messages from a subset of parsers and uses the information to provide
input to the state machines.

3.2 Central Correlation
The SIEM correlation server is responsible for analyzing all the events col-

lected by the GET framework. As shown in Figure 1, the SIEM correlation
server receives data from event sources installed in the critical infrastructures
(e.g., intrusion detection systems, firewalls, and servers running different oper-
ating systems) and from security probes in the GET framework.

The correlation engine is typically configured using detection patterns stored
in rule databases. In order to assess the security level of the overall system,
the SIEM correlation server operates in a centralized manner. By correlating
events and security information, the SIEM server reduces the volume of alerts
that reach the higher security event analysis layers (e.g., security administra-
tors and, in our case, the critical infrastructure impact assessment module).
Indeed, the SIEM server essentially reduces the number of false positives. For
instance, consider the deployment of Linux servers and network intrusion detec-
tion systems that generate alerts due to malicious packets that target Windows
Servers; the alerts are correlated with the current software characteristics (i.e.,
Linux operating systems) and no alarms are generated. Also, by correlating
events from distributed security sources, the SIEM server can reveal malicious
activities that are perpetrated in a distributed manner.

Correlation servers differ from each other in the correlation logic (logical
tree, complex event processor, etc.). Their main task is to assess the risk posed
by the events that occur. Outputs are reported as concise and meaningful
alarms containing indicators of the risk levels reached by the events composing
an attack sequence. Indicators are expressed as numerical values or qualitative
indices. For instance, OSSIM SIEM uses numerical risk values in the range
zero (lower risk) to ten (higher risk). Prelude OSS generates alarms with an
assessment (“severity” in the IDMEF standard) expressed as info, low, medium
high along with a flag that states if the attack was successful. In this work,
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risk (and severity) are important to calculate the impacts of the cyber attacks
that are detected.

The impact assessment process can be described as follows:

Each event e is normalized by the GET framework in order to have a
standard structure and appear as an information vector of the monitored
activity e(x1, ..., xN ) where N is the number of fields that comprise the
normalized event format.

The SIEM server stores all the information that can help improve the
accuracy of detection by the organization that hosts the SIEM system.
This information includes the real vulnerabilities that affect a targeted
host (e.g., known bugs) and the relevance of the target as a company asset.
This information is referred to as “context information” or simply “the
context” and is expressed as a vector of the additional data a(s1, . . . , sm).
It is worth noting that this information is known only to the organization
in charge of the targeted asset, (e.g., a company that manages the infras-
tructure) because it includes very sensitive information such as hardware
characteristics, IP addresses, software versions and business relevance.
This information cannot be shared with other infrastructures.

The correlation process operates on sequences of events (e(k)) and addi-
tional data vectors (a). At the end of the process, alarms may be triggered
if the security thresholds are exceeded. The SIEM server applies a risk
assessment function R to calculate the risk associated with a sequence of
events e in conjunction with the a information, i.e., R(e, a).

For example, consider the implementation of risk assessment as provided by
OSSIM SIEM. The OSSIM rules are called directives. When a directive is fired,
the following function is applied:

Risk = (Priority × Reliability × Asset)/25 (1)

In OSSIM, the Priority range is zero to five, the Reliability range is zero to
ten and the Asset range is zero to five. Thus, Risk ranges from zero to ten. Pri-
ority and Asset are assigned through an offline analysis of host vulnerabilities,
the typology of the attack and the relevance of the targeted asset to the orga-
nization; these constitute the context vector in the model above. Reliability is
computed by observing the e sequence and by summing the Reliability of each
event. In OSSIM, Reliability is taken to be the probability that an attack is
real, given current events observed in the system. Note that lower Risk values
(e.g., zero) are not dangerous because they mean that one of the assessment
parameters has very low security relevance.

3.3 Critical Infrastructure Impact Assessment
The core function of the critical infrastructure impact assessment module

is provided by i2Sim, which is an event-driven, time-domain simulator that is
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Figure 2. Metric transformation function.

used to model infrastructure interdependencies. i2Sim uses a cell-channel ap-
proach, which provides a multi-system representation at multiple hierarchical
levels (e.g., local, municipal and provincial/state) and can be used in real time
to assess the effects of resource allocation decisions during disasters. In addi-
tion, i2Sim provides a dynamic simulation environment that integrates different
systems in a common simulation platform [3]. i2Sim determines the output of
a critical infrastructure using two measures: resource mode (RM) and physical
mode (PM). RM is determined by the availability of input resources from other
critical infrastructures whereas PM is determined by the internal conditions of
the critical infrastructure itself (e.g., level of physical damage to a building).
Therefore, the output of a critical infrastructure modeled in i2Sim is a function
of the availability of input resources and its physical integrity.

3.4 Metric Transformation
In order to relate alarms resulting from SIEM analysis to physical modes of

each i2Sim cell, the risk assessment value (R) is combined with the service crit-
icality metric (C). Criticality considers the relationships between the attacked
nodes (e.g., sensors and actuators) and services (e.g., electric power and water
supply). The mixed holistic reductionist (MHR) approach [9, 10] is used to
define service criticality. The approach considers interdependency phenomena
using three-layers: (i) a holistic layer that considers the evaluation of an event
within a critical infrastructure; (ii) a service layer that specifies the services de-
livered to end users; and (iii) a reductionist layer that models the functional in-
terdependences among different critical infrastructures. The reductionist layer
evaluates the impact on a critical infrastructure. i2Sim translates this impact
to the impacts on physical resource flows between infrastructures.

Figure 2 shows the transformation function. The transformation function f
is factorized and the parameters are used to adapt the OSSIM risk values to
i2Sim (x is the sensor and y is the secondary critical infrastructure). There
is a subtle, but substantial, difference between the concepts of context and
criticality. Context embraces the relevance of an asset (e.g., sensor) to the
primary infrastructure, namely the relevance of an asset to the business of
the infrastructure providing a service. Criticality refers to the relevance of an



Formicola, et al. 221

Figure 3. Sample scenario.

asset to the infrastructure that uses a service. Thus, criticality is not a unique
parameter, but is strictly dependent on the infrastructure that consumes the
service; it is computed by the provider based on information shared with the
consumer. Indeed, criticality focuses on the need as indicated by the consumer
infrastructure, which is not aware of the systems in the provider infrastructure.
Given the information supplied by the consumer, the provider calculates a
criticality value for each asset that is involved.

4. Example Scenario
The example scenario uses an attack on wireless sensor network nodes to

demonstrate how the enhanced SIEM system can help evaluate the impact of
an attack on infrastructure services. Figure 3 shows the scenario involving a
dam that feeds a hydroelectric power station, which feeds a power distribu-
tion substation through a transmission network (not modeled for simplicity).
Arrows in the figure indicate functional dependencies between critical infras-
tructures.

The dam provides water to the hydroelectric power station through a gate
that is remotely controlled to release basin water and activate the power plant
turbine. The dam and hydroelectric power station are controlled by a SCADA
system that utilizes a wireless sensor network. Water fed to the hydroelectric
power station is conveyed through pipes called penstocks. It is important to
guarantee that the water flow values in the penstocks are within the operational
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Table 1. Electricity demands of the critical infrastructures.

Critical Infrastructure Electricity Demand

Hospital 13.47 MW
Water Distribution Station 52.5 MW
Manufacturing Plant 9.47 MW

range. Lower values can result in low power generation while higher values can
lead to excessive turbine rotational speed and turbine vibration, which can
result in physical damage to the infrastructure [15].

A hospital, water distribution station and manufacturing plant receive elec-
tricity from the power distribution substation. All the dependencies are mod-
eled using i2Sim. A cyber attack is launched against the wireless sensor network
that monitors the dam; the objective is to measure the impact on the operabil-
ity level of the hospital, which requires electricity and water. Table 1 shows
the electrical demands of the critical infrastructures in the scenario.

The wireless sensor network enables the SCADA system to monitor physical
parameters. Four types of sensors are used: (i) three water flow sensors placed
in the penstocks (WF1, WF2, WF3); (ii) two water level sensors that monitor
erosion and piping phenomena under the dam wall (WL1 and WL2); (iii) a
tilt sensor placed on the dam gate to measure the gate opening level (inclina-
tion); and (iv) a vibration sensor placed on the turbine. The sensors, which
correspond to nodes in the wireless sensor network, send their measurements at
regular intervals to the wireless sensor network base station (BS). The base sta-
tion acts as wireless remote terminal unit (RTU) that forwards measurements
to the remote SCADA server. Opening commands are issued by the remote
SCADA facility to the gate actuator. The information and communications
technology components deployed include a network-based intrusion detection
system (N-IDS) installed in the remote SCADA server facility, a host-based
intrusion detection system (H-IDS) positioned in the dam facility and a SIEM
platform with a correlation engine located in a remote office. Figure 4 shows the
results of applying the MHR approach, which models the services and equip-
ment that are relevant to the critical infrastructure impact assessment module
of the SIEM platform.

4.1 i2Sim Model
The i2Sim model provides a high-level abstraction of the physical compo-

nents. In the i2Sim ontology, physical infrastructure entities are modeled as
cells connected through channels that transport resources (e.g., electricity and
water). The implemented model includes five cells that are used to represent the
dependent infrastructures: hydroelectric power station, power distribution sub-
station, water distribution station, manufacturing plant and hospital. The hy-
droelectric power station cell represents both the dam and the turbine. Alarms
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Figure 4. MHR model of the example scenario.

generated by the SIEM correlator are mapped to physical modes of the consid-
ered critical infrastructures. Changes to the physical modes of i2Sim result in
changes to the RMs of the affected cells that measure their operability levels.

4.2 Attack Execution and Identification
The scenario considers an attack targeting the wireless sensor network nodes

that involves several steps. At the end of the attack, the physical measurements
collected by the wireless sensor network nodes are altered to induce incorrect
situational awareness about the SCADA system. The SIEM framework detects
this complex attack by correlating security events generated by the security
tools installed in the dam facility, specifically the intrusion detection systems
and GET security probes.

The assumption is that the attacker is a dam employee who can physically
access wireless sensor network zones and connect to the network that hosts
the SCADA server. The attacker has limited administrator rights and is not
responsible for the cyber security of deployed systems (e.g., not responsible
for security configuration policies and does not know the credentials needed
to change the configuration or the cryptographic keys used for wireless sensor
network communications).

The attack is performed in two phases. In the first phase, the attacker steals
the wireless sensor network cryptographic key (e.g., via a side-channel attack
as described in [12]). In the second phase, the attacker targets the SCADA
server since he can access a host that monitors the dam (e.g., a human-machine
interface (HMI) or engineering station). The attacker exploits a SCADA server
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Gate Level = 2

Gate Level = 1Gate Level =  1

Figure 5. Water flow measurements forged by a malicious sensor.

vulnerability via malware that is installed by inserting a USB device into a
SCADA network machine (as in the case of the Stuxnet worm [13]).

After the SCADA server is compromised, the attacker connects to the wire-
less sensor network RTU host. Having gained access to the wireless sensor net-
work master node, the attacker reprograms the wireless sensor network nodes
(e.g., via over-the-air programming). The new program is configured with the
cryptographic key obtained during the previous phase. The new malicious code
executes the routing protocol by altering the data forwarded from the water
flow sensors to the master RTU. Water flow measurement data is altered in or-
der to exceed the control threshold by adding a constant offset to the measured
values. In this way, the gate is forced to limit water release and ultimately
cause low turbine rotation. The final effect of the attack is a reduction in the
electricity supplied to the power grid.

In order to detect the attack, we consider events generated by the security
probes that oversee the wireless sensors. These security probes detect physical
inconsistencies in the sensor data and generate alarms that are processed by
the SIEM server: seepage channel sensors should report similar values of water
levels; water flow sensors should measure values in the same range; and the gate
opening sensor should report a value that is consistent with the water flow in
the penstocks. The security probes aggregate the sensor data and verify their
consistency.

Figure 5 shows the trends in the wireless sensor network data collected by
the security probes (measurements). The SCADA server regulates the gate
opening level (level 1 is low and level 2 is medium) based on the average water
flow level provided by the three sensors. When the gate opening is at level
2, the water flow level is 12.5 cm/sec. The attack compromises the sensors so
that they indicate a water flow level of 25.0 cm/sec. This causes the SCADA
system to set the gate opening to level 1 to reduce the water flow below the
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Figure 6. OSSIM rule.

control threshold. The result of the attack is that the gate opening moves to
level 1 although measurements indicate that the gate opening is at level 2 (last
measurements in the sequence in Figure 5).

The anomaly is revealed by two security probes: the first (WF SP) reveals
an inconsistency in the water flows and the second (G F) reveals a gate opening
level inconsistency for all three sensors. Note that another security probe that
monitors the water level in the seepage does not show any inconsistency for WL1
and WL2. The alarms from the security probes are correlated by the SIEM
platform according to the rule shown in Figure 6. The rule takes into account
the two events from the H-IDS and N-IDS due to the worm activities and
access to the wireless sensor network RTU host. The final alarm generated by
the SIEM server contains evidence that the wireless sensors exhibit anomalies.
In particular, the security probes indicate that WFx in the Penstock1 zone
exhibits anomalous conditions. Such parameters, despite being irrelevant to
the rule, are crucial to understand the impact of the attack (i.e., reduction in
the power supplied by the hydroelectric power station). The parameters are
used by i2Sim to evaluate the impact of the attack. In the rule, the Priority
is highest (5), Reliability is 8 (sum of single event reliabilities) and Asset has
the highest value (5). Thus, the Risk is (5 × 8 × 5)/25 = 8. This value must
be associated with the service criticality of the wireless sensors with respect to
the power production service in the critical infrastructure impact assessment
module.

4.3 Critical Infrastructure Impact Assessment
Using the MHR approach, services and equipment that exhibit high event

criticality can be identified. The graph in Figure 7 shows the estimated rate
of treated patients depending on the hospital operability level following the
cyber attack on the water flow sensors. As far the scenario is concerned, the
flow sensors placed at different points in the penstocks (WF1, WF2 and WF3)
exhibit high service criticality because, if attacked, they may alter the water
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Figure 7. i2Sim results.

flow measurements and lead to low or over energy production, thus impacting
the dependent critical infrastructures.

In this scenario, the Risk (R) of the attack is 8 while the event criticality (C)
is in the range 0 to 0.5 (0 is not critical and 0.5 is highly critical). Given that
the energy production is affected by the wireless sensor network measurements
by a factor of 0.5, the resulting impact is PM = R × C = 8 × 0.5 = 4.
The physical mode (PM) value is the physical mode in i2Sim where a value
of one corresponds to fully operational and a value of five corresponds to not
operational. Specifically, PM = 4 indicates that the cyber attack moves the
physical mode functionality down to its lowest energy production level. The
0.5 factor was chosen because the wireless sensor network affects the total
productivity of the power plant. Figure 7 shows a scenario where a cyber attack
against the water flow sensors is detected. Due to the existing interdependency
phenomena, the cyber attack degrades the operability level of the hospital.

5. Conclusions
The next-generation SIEM platform described in this paper is designed to

support the real-time impact assessment of cyber attacks that affect interde-
pendent critical infrastructures. The platform can detect cyber attacks against
wireless sensor network nodes and can conduct real-time assessments of the
impact of the attacks on the services provided by the wireless sensor nodes as
well as the potential cascading effects involving other critical infrastructures.
As demonstrated in the scenario, the i2Sim tool can be used to model the
physical layer and services of an interdependent system (i.e., a dam and hydro-
electric power plant) in order to analyze the impact of service degradation. The
scenario helps understand how the interdependent system reacts to an attack
that impacts water flow from the dam. The resulting functioning levels of the
hydroelectric power plant and the effects on other critical infrastructures can
be provided as inputs to an operator dashboard to help make decisions about
appropriate mitigation strategies. Our future research will continue this line of
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inquiry, in particular, validating the approach and the SIEM platform using a
realistic testbed that incorporates a dam equipped with sensors and actuators.
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