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Chapter 3

TIMING OF CYBER-PHYSICAL ATTACKS
ON PROCESS CONTROL SYSTEMS

Marina Krotofil, Alvaro Cardenas and Kishore Angrishi

Abstract This paper introduces a new problem formulation for assessing the vul-
nerabilities of process control systems. In particular, it considers an
adversary who has compromised sensor signals and has to decide on the
best time to launch an attack. The task of selecting the best time to
attack is formulated as an optimal stopping problem that the adversary
has to solve in real time. The theory underlying the best choice problem
is used to identify an optimal stopping criterion, and a low-pass filter
is subsequently used to identify when the time series of a process vari-
able has reached the state desired by the attacker (i.e., its peak). The
complexities associated with the problem are also discussed, along with
directions for future research.

Keywords: Cyber-physical attacks, optimal stopping, secretary problem

1. Introduction
One of the growing research areas related to cyber-physical system security

is developing threat models that consider an adversary who can manipulate
sensor or actuator signals in order to drive a physical process to an undesired
state. While many researchers have focused on the implications of manipulating
signals, little work has attempted to understand the complexity and uncertain-
ties associated with launching successful attacks and, in particular, finding the
“best time” to launch an attack.

Attempting to disrupt a physical process without clearly understanding the
consequences of the attack actions on the process is likely to result in a minor
nuisance instead of an actual disruption – after all, breaking into a system is
not the same a breaking a system.

This paper considers an attacker who can read a sensor signal for a given
process variable and has to decide on a time to launch a denial-of-service (DoS)
attack in order to “freeze” a certain process value above or below the setpoint
stored in controller memory [5]. In doing so, the attacker deceives the controller
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about the current state of the process and evokes compensating reactions that
could bring the process into the state desired by the attacker (e.g., unsafe state).
In order to achieve the attack goal faster, the attacker may opt to freeze one of
the peak values of a process variable (low or high) to expedite process dynamics.
Typical sensor signals in a process control environment fluctuate around the
setpoint or track dynamic changes in the process. In both cases, the process
variable exhibits a time series of low and high peaks. The attacker neither
knows how high nor how low the process variable can span, nor which of the
peak values should be chosen from among all the possible boundary states.

This paper formulates the challenge as an optimal stopping time problem
for the attacker. In particular, it is formulated as a best choice problem (also
known as the secretary problem), in which the adversary is presented with a
time series of system states provided by sensor measurements and has to decide
on the optimal time to attack. Because the best choice problem assumes non-
correlated time measurements, it is necessary to discern upward or downward
trends in process measurements (time correlations) and then identify when a
local optimum has been reached. This is a non-trivial task in many real-world
environments because sensor measurements can be noisy and can have sudden
fluctuations.

2. Timing and Cyber-Physical Security
The miniaturization of processors has enabled them to replace analog com-

ponents in many electronic products. The further integration of microproces-
sors with input and output system components has led to the evolution of
microcontrollers. Microcontrollers are ubiquitous in applications ranging from
consumer electronics to complex industrial systems. Microcontrollers are em-
bedded in purpose-built computing systems used for myriad applications in
the physical world. Collaborative environments comprising computational and
communications elements that control physical entities with the help of sensors
and actuators are called cyber-physical systems. Cyber abuses in the informa-
tion technology domain do not generally depend on timing aspects. In certain
instances, such as during race conditions, time-of-check to time-of-use vulner-
abilities and cross-site scripting attacks that rely on gaining access to session
cookies before they expire, the attacker has to ensure that the attack occurs
within a tight window of time. In cyber-physical systems, however, timing is
more critical because the physical state of a system changes continuously, and
during the system evolution over time, some states might be more vulnerable to
attacks than others. Timing plays an important role in cyber-physical systems
because it characterizes the vulnerability of a system. For example, it may take
minutes to observe a process change realized by an actuator action, hours to
heat a tank of water or burn out a motor, and days to destroy centrifuges [6].
Understanding the timing parameters of a physical process enables an attacker
to construct a successful attack as well as to maximize its impact (damage).

This paper focuses on industrial control systems, an aggregated term cov-
ering architectures, mechanisms and algorithms, that enable the processing of
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physical substances and the manufacturing of end products. Over the past few
decades, industrial plants have undergone tremendous modernization. Tech-
nology has become an enabler of efficiency as well as a source of problems.
Panels of relays are now embedded computers and simple analog sensors are
now IP-enabled smart transmitters [8] with multiple wired and wireless commu-
nications modes, numerous configuration modes and even web-servers, so that
maintenance staff can calibrate and manage the devices from remote locations.
Thus, the possibility of remote exploitation of industrial control systems and
the physical processes they manage has become a reality.

3. Optimal Stopping Problem
The adversary’s goal is to cause a tangible impact on the targeted process. In

the physical domain, the attacker can either tamper with the sensor signals or
modify the manipulated variables issued by the controller. This paper focuses
exclusively on sensor signals. In particular, it is assumed that an attacker
intends to drive the process to an unsafe state by deceiving a controller about
the current state of the process and thus forcing it to take harmful compensating
actions. To accomplish this, the attacker can force the controller to believe that
a process variable is below or above its setpoint. One way to achieve this is
to forge the process variable by means of an integrity attack that subverts a
sensor-controller communications channel and manipulates messages.

If the sensor-controller communications channel is secured (e.g., using mes-
sage authentication codes), then the attacker might opt to jam the channel
to prevent the controller from receiving process measurement updates. This
type of attack is referred to as a DoS attack on the sensor signal. As a rule,
controllers store sensor signals in dedicated memory registers that are updated
when a new value is received. During the DoS attack, the input register de-
signed to store measurements from a particular sensor are overwritten by fresh
values. Therefore, the last process value that reached the controller before the
attack is used for system control over the duration of the attack. As a result,
the controller would generate control commands based on the last measurement
received. In a general sense, a DoS attack is similar to an integrity attack, the
only difference being that the adversary does not wield direct influence on the
“attack value.” Instead, the adversary may take advantage of the timing pa-
rameters of an attack, such as the starting time ta and the duration Ta.

In previous work [4, 5], we have shown that the impact of an industrial
control system attack is sensitive to the specific state of the targeted system.
In particular, an attack may only be effective if the process variable is above (or
below) a certain threshold. The higher (or lower) the attack process variable
is beyond the threshold, the greater the impact. Moreover, since a DoS attack
is easy to detect, the attacker must achieve the disruption objective as soon
as possible after the attack is launched. Therefore, the attacker should aim at
launching a DoS attack at the time the process variable of interest reaches a
more vulnerable state, i.e., a local maximum (or minimum).
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The attacker faces the following problem: given a time series that exhibits
a sequence of peaks and valleys of different amplitudes, select one of the peaks
to launch a DoS attack in real time. If the attacker strikes too soon, the
opportunity to have a greater impact on the system is lost (compared with if
the attacker waits until the process variable reaches a higher (or lower) value).
However, if the attacker waits too long, the process variable may not reach a
more vulnerable state than previously observed and the attacker could miss
the opportunity to cause maximal damage and even have the implanted attack
tools (e.g., communications jammers and sensor malware) detected before the
attack is launched.

The problem of selecting an opportune time to attack can be framed as
an optimal stopping problem. This problem focuses on choosing the time to
take a particular action based on sequentially-observed random variables in
order to maximize an expected payoff. The optimal stopping decision task, in
which the binary decision to stop or continue the search depends only on the
relative ranks, is modeled as the best choice problem, which is also known as
the secretary problem [2].

3.1 Secretary Problem
In the standard version of the secretary problem, a finite and known number

of items (or alternatives) n are presented to a decision maker sequentially and
one-at-a-time in random order. Time is assumed to be discrete. At any period,
the decision maker can rank all the items that have been observed in terms of
their desirability or quality. For each item inspected, the decision maker must
either accept the item, in which case the search process is terminated (reject),
the next item in the random order is presented and the decision maker faces
the same problem as before. The decision maker’s objective is to maximize the
probability of selecting the best item from among the n items available.

The classical secretary problem, which seeks to choose the best secretary
from among all the applicants, has six assumptions:

There is only one position available.

The number of applicants n is finite and known to the decision maker.

The n applicants are interviewed sequentially, one-at-a-time and in ran-
dom order. Consequently, each of the n! orders is equally likely.

The decision maker can rank all n applicants from best to worst without
ties. The decision to accept or reject an applicant in a given period is
based only on the relative ranks of the applicants interviewed to that
point.

An applicant who is rejected cannot be recalled later.

The decision maker is satisfied with nothing but the best. The payoff is
one if the best applicant of the n applicants is selected; otherwise, the
payoff is zero.
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Note that an applicant is accepted only if the applicant is relatively the
best among the applicants who have already been observed. A relatively best
applicant is called a candidate.

The optimal stopping rule suggests that the best candidate can be selected
with maximum probability 1/e using the rule: do not make an offer to the
first n/e candidates and after that make an offer to the first candidate whose
value exceeds the values of all the candidates seen thus far (or proceed to the
last applicant if this never occurs). In other words, the algorithm starts with
a learning phase in which the decision maker sees n/e candidates and sets an
aspiration level equal to the highest value seen during the learning phase. After
that, the decision maker hires the first candidate who exceeds the aspiration
level.

The secretary problem assumptions impose more constraints on observation
and selection than generally apply in practice [3]. Relaxing one or more assump-
tions to produce a more realistic formulation of the standard secretary problem
has attracted the attention of the research community. This paper considers
the classical solution along with a recent result that assumes the order in which
the candidates arrive is not completely random, but has a probability distribu-
tion satisfying a hazard rate condition [7]. This assumption is commonly used
in engineering applications – specifically, given that the value of a candidate
is not less than y, the likelihood that it is equal to y increases as y increases.
Gaussian, uniform and exponential distributions satisfy this property. Under
these assumptions, it has been shown that the learning period falls from n/e to
n/log(n), meaning that it is enough to observe a much smaller number of can-
didates to set the optimal aspiration level. In a process control environment,
the probability of detecting an intrusion increases with time, therefore, having
a shorter learning phase is beneficial to the attacker.

3.2 Dealing with Correlated Time Series
While the secretary problem matches the problem that an attacker faces in

our scenario, an additional condition that an attacker of a physical process en-
counters is that sensor signal samples do not arrive in random order. Instead,
their time series represent continuous real-time measurements of physical phe-
nomena and each sample Xi is heavily correlated with the next sample Xi+1.
Thus, if a process variable (e.g., temperature) is increasing, it cannot drop
radically in the next time instance.

Recall that the attacker sets the aspiration level to a value equal to the high-
est sample seen during the learning phase. According to the optimal solution
algorithm for the secretary problem, upon completing the learning phase the
attacker should select the first sample whose value exceeds the aspiration level.
By doing so, the attacker would miss the opportunity to select an even higher
value as in the case of an upward trend, where the process measurements keep
increasing until a local peak is reached. Hence, unlike the static choice rule
discussed above, the attacker may incorporate expectations about the future in
the decision process. In this case, the choice between stopping and continuing
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to search at sample Xi is determined not only by the aspiration value but also
by the difference between the stopping value and the continuation value Xi+1.
The problem of identifying a signal peak is exacerbated by the fact that pro-
cess variables are noisy and, therefore, an upward trend might be followed by
a quick drop, followed again by an even higher gain.

To solve this problem, a low-pass filter is incorporated to smooth out short-
term signal fluctuations and highlight the longer-term trends. This enables
a peak to be identified as soon as a downward trend in a smoothed signal is
detected (e.g., three consecutive measurement drops).

4. Simulation Setup
The empirical analysis employed a Matlab model of the Tennessee Eastman

challenge process [1] developed by Ricker [9]. It is implemented as a C-based
MEX S-function with a Simulink model.

4.1 Tennessee Eastman Challenge Process
The Tennessee Eastman challenge process [1] is a modified model of a real

plant-wide industrial process. The process produces two liquid (l) products
from four gaseous (g) reactants involving two irreversible exothermic reactions:

A(g) + C(g) + D(g) → G(l) Product 1
A(g) + C(g) + E(g) → H(l) Product 2.

Figure 1 shows the Tennessee Eastman challenge process. It incorporates
five major units: reactor, condenser, vapor-liquid separator, recycle compressor
and stripper. The gaseous reactant and products are not specifically identified.
Feed C is not pure and consists of 48.5% A and 51% C. The gas phase reactions
are catalyzed by a substance dissolved in the liquid phase in the reactor. The
products and unreacted ingredients leave the reactor in the vapor phase, pass
through the condenser and then proceed to the vapor-liquid separator. Non-
condensed components cycle back to the reactor via the recycle compressor.
Condensed components are sent to the stripper that removes the remaining
reactants. The byproducts and inerts are purged from the system in the vapor
phase using the vapor-liquid separator whereas products G and H exit the
stripper base and are separated in the downstream refining section.

The plant has eleven valves for manipulation and 41 measurements for pro-
cess monitoring. In the simulation model, the control configuration involves
eighteen proportional-integral (PI) controllers, sixteen process measurements
XMEAS{1; 2; 3; 4; 5; 7; 8; 9; 10; 11; 12; 14; 15; 17; 31; 40} and nine setpoints
that form eight multivariable control loops and one single feedback control
loop [5]. All the process measurements include Gaussian noise with standard
deviations typical of the types of measurements. The default simulation time
for a single experiment is 72 hours with a sampling frequency of 100 measure-
ment samples per hour. Timestamps of the simulated data sets are stored in
the designated variable tout.
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Figure 1. Tennessee Eastman challenge process [9].

In order to obtain statistically significant results, the original code was modi-
fied by generating a new seed for the random number generator for each run. In
addition, higher sampling rates for the process variables – 2,000 sensor samples
per hour (per sensor) – were incorporated in the Matlab workspace.

4.2 DoS Attack Modeling
Let Xi(t) be the measurement by sensor i at time t where 0 ≤ t ≤ T and

T be the duration of the simulation. The attack interval Ta is arbitrary and
is limited to the simulation run time. The manipulated sensor readings X ′

i are
simulated as follows:

X ′
i(t) =

{
Xi(t), for t /∈ Ta

Xa
i (t), for t ∈ Ta

where Xa
i (t) is the modified reading (attack value).

During a DoS attack, sensor signals do not reach the controller. If the attack
starts at time ta, we have:

Xa
i (t) = Xi(ta − 1).

This is translated to the attacker’s goal as follows: as soon as the peak is
identified and the process value starts decreasing again, the attacker should
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immediately launch a DoS attack to freeze the peak value from the previous
control loop cycle in the controller memory.

4.3 Low-Pass Filter for Sensor Signals
The simplest form of signal smoothing is the moving average, which cor-

responds to the mean of the previous N data points. If µ is the smoothing
interval, then the moving mean is given by:

x̂n =

{
x̂n−1 − xµ−n

n + xµ

n for n > µ
n−1

n · x̂n−1 + xn
n for n < µ.

One of the side-effects of signal smoothing is the delay of the smoothed signal
with respect to the original signal by (µ− 1)/2 samples. To avoid shifting data
in financial applications, it is recommended to average the same number of
values before and after the average is calculated. However, this is not possible
during real-time analysis. As a result, when the smoothed signal reaches its
peak, the real measurement is already decaying. Another factor to consider is
signal amplitude reduction. Increasing the smoothed signal width improves the
signal-to-noise ratio but reduces the peak height. Because the aspiration value
is determined based on the smoothed signal, it is not optimal.

Figure 2 shows the smoothing results for a sensor signal smoothed over
different smoothing intervals. As can be seen, when µ is too small, smoothing
does not sufficiently remove the noise (Figure 2(a)). As a result, stopping
decisions are taken before the state reaches its local peak (Figure 2(b)).

To mitigate this problem, we introduce a retry parameter r. If r = 0, the
search stops if the current sample is smaller than the previous sample because
this could indicate that the peak has been determined and the process value
is falling. Correspondingly, if r = 3, the search is stopped if three consecutive
samples are smaller than the last “peak” sample. As discussed in the next
section, the retry parameter plays an important role in the success of an attack.

In the Tennessee Eastman process, sensor signals can be roughly divided
into four groups (Figure 3). A Type 1 sensor signal has large variations with
low noise levels (XMEAS{1; 10; 11}). A Type 2 signal measures a variable
that is at steady-state but has high frequency noise (XMEAS{2; 3; 9; 17}). A
Type 3 signal is a noisy variation of a Type 1 signal (XMEAS{4; 5; 8; 12; 14;
15}). A Type 4 signal has multiple noisy signal peaks (XMEAS7). The next
section shows that, in order for an attacker to successfully conduct an attack,
it is necessary to consider the type of signal that will be exploited.

5. Experimental Results
The experiments assume the presence of an attacker whose goal is to force

the physical process to shut down. The result of such an attack is evaluated
using the shutdown time (SDT), the time that the process is able to run be-
fore being shut down because it has exceeded the safety constraints. First, the
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Figure 2. Signal smoothing.

shortest SDT that can be achieved using a DoS attack on each sensor signal is
determined. Following this, to justify the importance of the strategic selection
of the attack time, evidence of the ineffectiveness of DoS attacks conducted
at random times is provided. In particular, it is shown that random selection
not only significantly increases the time required to bring the process to the
critical state, but in some cases, it could be completely ineffective. Also, the
experiments evaluate the effects of the length of the learning phase and param-
eter smoothing on the attacker’s prospects of selecting the highest (or lowest)
possible process value in real time.

5.1 Shortest Shutdown Time
To find a reference value for the worst-case attacks, the lowest and highest

possible process values based on the results of 20 simulations were determined.
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Figure 3. Different sensor signals and their smoothed versions (µ=250).

These can be considered to be the optimal attacks (but practically infeasible
because the attacker has to analyze the signals and launch the attacks in real
time). As Xa

i (t), we use:

Xmin
i (t) = min

t∈T
Xi(t) and Xmax

i (t) = max
t∈T

Xi(t).

The mean times to shutdown for the attacks on different sensors were deter-
mined based on the results of 50 simulations. Table 1 summarizes the results.
The 95% confidence intervals are calculated using the Student’s t-distribution.
The table does not include results for XMEAS{10; 11} because no attack on
these sensors drives the system to an unsafe state.

Due to the variability of process measurement noise, the process is never
in the same state. However, as the results indicate, the Tennessee Eastman
process is, in general, resilient to noise variations and the SDT does not exhibit
significant variations, with the exception of the attacks Fmax

recycle and Fmin
A .
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Table 1. Simulation results for the process-aware attack strategy.

XMEAS Variable Units Min/ SDT (h) Confidence
Max Interval (95%)

(1) A-Feed kscmh 0.0487/ 12.116 (4.919; 19.310)
Rate 0.7466 – –

(2) D-Feed kg h−1 3,556/ 3.840 (3.641; 4.040)
Rate 3,750 3.489 (3.387; 3.590)

(3) E-Feed kg h−1 4,322/ 4.120 (3.916; 4.427)
Rate 4,553 2.672 (2.517; 2.879)

(4) C-Feed kscmh 8.524/ 0.284 (0.263; 0.305)
Rate 9.825 0.920 (0.826; 1.026)

(5) Recycle kscmh 29.32/ 3.824 (3.384; 4.153)
Flow 35.17 7.324 (6.358; 8.773)

(7) Reactor kPa 2,771/ 8.300 (7.811; 8.638)
Pressure 2,829 – –

(8) Reactor % 60.73/ 1.877 (1.778; 1.976)
Level 68.27 2.363 (2.100; 2.482)

(9) Reactor ◦C 122.86/ 1.310 (1.265; 1.346)
Temperature 123 0.374 (0.370; 0.381)

(12) Separator % 38.49/ 4.913 (4.726; 5.184)
Level 61.2 3.277 (3.168; 3.397)

(14) Separator m3 h−1 24.12/ 7.241 (6.847; 7.672)
Underflow 26.87 5.584 (5.168; 5.930)

(15) Stripper % 29.17/ 5.189 (4.900; 5.375)
Level 72.96 4.990 (4.880; 5.120)

(17) Stripper m3 h−1 22.37/ 1.287 (1.020; 1.634)
Underflow 23.5 0.932 (0.910; 0.960)

Attack Fmin
A on the A-feed is of special interest. Not all attack instances

trigger process shutdowns. Thus, the result for the Fmin
A attack is based on 43

out of 50 cases where the process reaches an unsafe state. At the same time,
attacks Pmax

pressure and Fmax
A do not drive the process to an unsafe state. This

means that an attacker who intends to launch an attack on reactor pressure
should only strike at the minimum peaks.

5.2 Random Attack Strategy
The outcome of a DoS attack at a random time results in an arbitrary value

being stored in controller memory. The closer the attack value to the setpoint,
the more time it takes for the process to reach an unsafe state. To evaluate
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Figure 4. Probability of success.

the effectiveness of launching a DoS attack at a random time, we compute the
probability of the process reaching the safety limits based on 100 simulations
for different DoS attack durations Ta.

The previous section noted that both the process-aware attacks Lmax
reactor and

Lmax
reactor on XMEAS8 take about two hours to bring the process to an unsafe

state. For purposes of comparison, Figure 4(a) shows the time taken to move
the process to an unsafe state by striking randomly. Note that the attack would
have to continue for at least seven hours to achieve reliable results (e.g., 75%
probability). Furthermore, Figure 4(b) shows that, without process knowledge,
the attacker cannot reliably succeed in launching an attack on XMEAS7.

Notably, it is almost impossible to execute a successful attack on XMEAS1
by conducting a random DoS attack. This is because the susceptibility of the
process to an attack on the A-feed depends greatly on the attack value as well
as the overall system state. Because a fresh stream of C contains 48.5% of A,
the control scheme carefully maintains a stoichiometric balance of A and C in
the system. As a result, certain attacks on XMEAS1 would be compensated
for by the system.
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Figure 5. Generalized approach.

5.3 Optimal Stopping Attack Strategy
The results in the preceding section demonstrate that the adversary cannot

achieve the attack goal fast and/or reliably enough without strategic decision
making with respect to the attack time. This section analyzes the attacker’s
prospects of selecting the highest possible process value in real time by applying
the strategies described in the previous sections (Figure 5).
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Figure 6 shows the implementation of our approach. To begin, the attacker
has to decide on the two parameters of the secretary problem, namely the
number of samples or alternatives to consider (n) and the duration of the
learning phase. For simplicity, n is measured in hours. For a time frame of 24
hours, the number of alternatives is equal to 24 × fs where fs is the sampling
rate of the sensor signal (fs = 2, 000). Next, the attacker must choose the
smoothing parameter µ and retry parameter r. Experiments were conducted
to decide on the appropriate smoothing interval; they yielded three values for
the analysis: µ = {50; 150; 250}. Similarly, reasonable values for the retry
parameter were found to be in range r = {0; 1; 2; 3}.

The attacker begins the smoothing of the signal and conducts the selection
process in real time. The aspiration level (reference value) is set based on
the greatest value of the smoothed signal observed during the learning period.
Upon completing the learning phase, the attacker sequentially inspects every
sample of the smoothed signal until a sample is found whose value exceeds
the reference value. Following this, the attacker applies the forward-looking
strategy described in Section 3.2. Next, the value of the sample x̂i is checked
to see if it exceeds the previous one x̂i−1. If not, the search continues until
the condition x̂i > x̂i−1 is met, because this may indicate that the process
measurement has reached its peak and has started to decay. The value of the
retry parameter determines how many times the latter condition should be met
before making the final stopping decision. In this case, the real attack value is
equal to the value of the raw signal sample Xa

i at time (ta − 1).
Next, we evaluate the performance of the approach based on three metrics:

(i) fractional error in identifying the peak (as a percentage) to measure the
effectiveness of the low-pass filter and retry parameter r; (ii) fractional error
in selecting the highest possible value in the time series (as a percentage) to
measure the effectiveness of the stopping problem solution; and (iii) number
of non-selections (last sample in the series is taken) evaluated as the average
fractional error in selecting the largest possible sample.
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Table 2 summarizes the results of applying the strategies to XMEAS1 (Type
1 signal) based on 50 simulations. The simulation results confirm that the
learning period can be indeed cut down to n/log(n) while producing results
comparable with the n/e strategy. Due to the short learning period, the num-
ber of non-selections is reduced substantially (almost to zero). For the same
reason, the fractional error in selecting the highest possible process value in-
creases because the attacker has less time to achieve a sufficient aspiration
level. Since the classic secretary problem solution results in an average of 25%
non-selections, it can be a decisive factor to favor the n/log(n) strategy.

The results also indicate that the appropriate selection of the smoothing
factor significantly reduces the fractional error in selecting the highest possible
alternative. Meanwhile, the retry parameter has a similar influence on the
reduction of the fractional error in identifying the peak. The conclusion from
the simulation results is that when planning an attack on a sensor signal of Type
1, the attacker should opt for the attack parameters µ = 250 and r = {1; 2}
with learning window n/log(n).

Finally, we demonstrate the performance for different types of sensor signals
using histograms of the fractional errors in selecting the highest possible values
in the corresponding time series (Figure 7). Note that the best results are
obtained for sensor signals of Types 1 and 4. In contrast, the methodology
proposed in this paper is not well suited to conducting attacks on sensor signals
of Types 2 and 3 because of their noise levels. While applying a low-pass filter
yields good results for attacks on low-noise signals, an alternative approach
is required for dealing with noisy process variables. One possible approach,
which we will examine in our future research, involves the use of non-parametric
change detection statistics.

6. Conclusions
This paper demonstrates that sensor signal characteristics must be con-

sidered carefully when developing attacks that target process measurements.
Moreover, finding the appropriate values of parameters such as optimal sig-
nal smoothing (µ) and stopping decision (r) are not straightforward and the
parameters are best determined experimentally.

An attacker may do extensive homework and proactively design portions of
attacks, but the attacks would have to be tuned through reconnaissance activi-
ties such as changing configuration parameters, manipulating process variables
and turning components on and off while observing the effects on the process
system. From the defensive perspective, short-term process deviations aris-
ing from such “testing” can be detected by process-aware anomaly detection
methods. Furthermore, in order to hinder the attacker’s ability to disrupt a
process system, plant administrators should strategically place misleading or
false technical documentation to influence the attacker’s strategy selection.

Overall, a better understanding of the complexities and uncertainties faced
by an attacker when designing targeted cyber-physical attacks in the physi-
cal domain allows for better judgment regarding the efforts required to design
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Figure 7. Distributions of fractional errors for sensor signals (µ = 250, r = 2).

and conduct cyber-physical attacks with surgical precision (as in the case of
Stuxnet). Clearly, developing sophisticated and effective cyber-physical attacks
requires extensive experimentation with the same specialized industrial equip-
ment as that installed at the targeted site.
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