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Neural Networks and SDR Modulation
schemes for wireless mobile nodes: a
synergic approach

Francesca Guerriero, Valeria Loscri, Pasquale Pace and Rosario Surace

Abstract—In this paper, we envisage the possibility to exploit, in
a synergic way, the Software Defined Radio (SDR) capability and
the mobility support for wireless devices to dynamically compute the
most suitable modulation scheme and the best position in order to
improve both the coverage and connectivity in a specific area. The
combined approach is based on a Neural/Genetic technique and
wireless nodes are able to self-organize in a totally distributed way by
using only local information. The extreme adaptability to the network
conditions and application level constraints makes the proposed
approach well suited for different communication scenarios such as
standard monitoring or disaster recovery. The system performance
has been evaluated by dealing a suite of simulation tests to show
as the controlled mobility paradigm, coupled with the intrinsic re-
configuring SDR capabilities of such wireless devices, allows to
increase the network performances both in terms of coverage and
connectivity by dynamically adapting the modulation schemes to the
specific communication scenario.

Index Terms—Self-Organizing Networks, SDR, Controlled Mobility,
Neural Network, Genetic Algorithm.

1 INTRODUCTION

Very recently, the idea of designing new communica-
tion devices, capable to adapt their operation roles in
a self-organized fashion to rapidly face the changes
within the working environment, has gained a very
high attention from the wireless network research
community [1], [2]; similarly, the availability of novel
general purpose and powerful hardware platforms
able to be dynamically reconfigured via software,
has paved the way for new research directions in
which it is possible to deploy extremely challenging
communication scenarios. [3], [4].

Being inspired by this novel communication trend
and, taking into account the unique features offered
by the recent Software Defined Radio (SDR) paradigm,
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we considered the design of a self-adapting deploy-
ment strategy for a communication network in which
several wireless devices, scattered all around in a
specific area, can carry out a common task according
to specific network requirements in terms of coverage
or connectivity. In this context, aiming at handling
very unlike communication scenarios, we firmly be-
lieve that, the SDR capabilities of future wireless
devices can be effectively improved by coupling them
with the potential offered by a wise controlled mobility
strategy to exploit different reconfiguration and self-
adaptation levels.

By following this first intuition, the paper proposes
a distributed Neural/Genetic algorithm to compute the
final nodes positions and the more performing mod-
ulation schemes for each transmitter/receiver pair in
order to guarantee an agreed QoS level. In partic-
ular, by considering a generic SDR architecture [5],
the major advantages consisting into the ability of
automatically selecting the more suitable modulation
scheme to be used for an unknown received signal,
can be effectively achieved. Thus, as a channel capac-
ity varies, modulation scheme switching enables the
baud rate to be increased or decreased in order to
maximize the channel capacity usage. In addition, as
demonstrated in our preliminary studies [7], SDR ca-
pabilities supported by a wireless node, coupled with
the controlled mobility functionality, can improve the
overall system performances in terms of connectivity.
Therefore, such mobile SDR nodes turn out to be
very useful for communication scenarios in which,
the requirements on constrained QoS connectivity, are
more stringent respect to the ones on the maximum
coverage.

An example of such communication scenario could
be the case of a disaster area where the communication
between the survivors and the rescue teams has to
guarantee a good quality level [6]; on the other side,
a communication scenario mostly related to applica-
tions such as pollution monitoring or fire detection only
need a high coverage degree that can be achieved by
taking advantages just from the mobility of the nodes



without using the SDR capabilities.

In summary, we made the following contributions

in this paper:

o we discussed the potential of mobile SDR com-
munication devices in terms of both dynamical
re-configuration and operation flexibility;

o we shown how the SDR capabilities supported
by the wireless node, coupled with the controlled
mobility functionality driven by a distributed
Neural/Genetic, can improve the system perfor-
mances in terms of connectivity by also guaran-
teeing an agreed QoS level;

o we designed and validated an optimization
model in order to prove, in a mathematical way
and on a very simple communication scenario,
the goodness of the proposed Neural/Genetic
algorithm before to conduct a more complex and
intensive simulation analysis;

» we validated, throughout a self developed sim-
ulator based on a widely used open source
framework for evolutionary design, the proposed
strategy in different communication scenarios by
varying both the amount of mobile and SDR
nodes to measure the impact of a larger num-
ber of Mobile/SDR nodes on the overall system
performances.

The rest of the paper is organized as follows: Sec-
tion 2 presents few recent research works on de-
ployment techniques for wireless nodes and adaptive
modulation schemes implemented via SDR. Section
3 describes which technologies and specific features
the devices involved in the proposed communica-
tion scenario should support, by highlighting hard-
ware and software capabilities. Section 4 presents
the Neural/Genetic algorithm able to compute the
best positioning for the wireless nodes to satisfy the
constraints imposed by the specific communication
scenario. Section 5 presents the proposed optimization
model to describe and validate the system behaviour
from a mathematical point of view. Section 6 discusses
the obtained results and the goodness of the proposed
approach in terms of extreme adaptability in different
communication scenarios, whilst the conclusions and
future research directions have been drawn in Section
7.

2 RELATED WORKS

In this work we envision two main topics: 1) deploy-
ment techniques for different communication scenar-
ios and 2) adaptive modulation schemes for nodes
equipped with SDR capabilities. From the synergical
combination and integration of Neural and Genetic ap-
proaches, we designed an algorithm able to compute
the best position and the most suitable modulation
scheme for each node involved into the communi-
cation path. According to these remarks, we first
recall few contributions on positioning techniques

for wireless nodes that have attracted much research
attention becoming increasingly important in recent
years. In [22] the authors try to outline the main
criteria that should be considered while deploying
wireless nodes in a sensor field. Fundamentally, they
give an overview of multi-objective approaches by
outlining the main assumptions and the formulation
of this challenging problem. In [23], the author argues
that the communication holes in wireless networks is
the main problem causing inefficiency; thus it needs
to be effectively addressed. More precisely, sensor
nodes can be moved from an initial “unbalanced”
state to a “balanced” state, where the number of com-
munications holes is minimized. In [24] the authors
distinguish placement approaches by considering de-
terministic and non-deterministic techniques. Often,
non-deterministic placements are also named as ran-
dom placements, while deterministic placements are
referred as controlled placements and the authors
refer to the two approaches by keeping this kind of
assumption. The choice of how to deploy the sensors
in a field, is often affected by the specific application,
the type of sensors, the environment in which the
sensors operate, etc. The possibility to control a node
deployment can be extremely advantageous in terms
of operational costs. Based on this last consideration,
we figure out to equip wireless nodes with motion ca-
pabilities in order to make them able to move towards
specific and more convenient locations by obtaining
a dynamic changing of the topology/deployment. In
this way, it could be add more control to the network
and consequently outperform the operational costs.
Generally, the survey we cited above, group the de-
ployment techniques based on some specific network
parameters such as coverage, lifetime, connectivity, or
two or more of them together, but do neither consider
at all the possibility for the nodes to autonomously
move towards a specific position nor to adapt the
modulation scheme to some specific requirements. In
this work we consider the possibility to “change” the
modulation scheme in order to guarantee a certain
Bit Error Rate (BER) level, and in case this con-
straint can be satisfied by selecting more than one
scheme, we select the most efficient in terms of energy
consumption. For this reason, the contributions that
compare modulation schemes selection to increase
coverage and/or connectivity are considered also as
related work. In [7] we present the preliminary idea
to opportunistically select the more appropriate mod-
ulation scheme in order to achieve a certain degree of
coverage and connectivity. The added value in respect
of [7] is first of all in terms of a general benchmark
definition, computed through the formulation of the
combined coverage and connectivity problems as a
multi-objective optimization problem. Moreover, we
provide more details in terms of results by validating
the algorithm we propose in several communication
scenarios. Starting from 2007, Stuckmann and Zim-
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Fig. 1. Mobile relay devices supporting SDR capabili-
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mermann [25] envisaged SDR technology as one of the
four main objectives, to develop European technolo-
gies for systems beyond 3G. Specifically, the spectrum
and resource management to make efficient the use
of existing spectrum resources can be realized in an
feasible and effective way through the application
of the SDR concept. The importance of this kind
of technology is shown in [26], where the authors
propose to optimize the throughput of the network,
working in different channel conditions, by consid-
ering an automatic modulation switching method to
reconfigure the transceivers of SDR systems. We pro-
pose a similar approach but with a different purpose,
namely a multi-objective algorithm where the goals
are both the coverage and the connectivity, in addition
the technique is also energy-aware because, where
more solutions are feasible, the best one in terms of
energy-consumption is selected. Finally, in [27], the
authors analyse different modulation techniques in
combination with SDR. In practice, they outline again
the importance of this kind of technology for the
future mobile communication systems.

3 SMART MOBILE DEVICES SUPPORTING
SDR

New powerful devices supporting SDR capabilities
will be used in the next future to form a self-evolving
wireless network in which several goals such as cov-
erage increase, high data rate and connectivity will be
achieved in diverse communication scenarios. For this
reason, with the aim of considering a quite modern
communication context, we studied the case in which
both simple mobile or fixed sensor nodes equipped
with a wireless IEEE 802.15.4/ZigBee compliant RF
transceiver, are considered. Furthermore, we also took
into account the presence of more complex mobile
devices, with a high processing capability, able to
dynamically change the modulation scheme between
different transmitter/receiver pairs by using the SDR
support as shown in Figure 1. In addition, we as-
sume that these wireless devices are equipped with a
GPS module coupled with a software application for
position coordinates exchange to perform a specific
positioning strategy as detailed in the next section.

By exploiting the new features of programmable
SDR architectures, a flexible implementation of sev-
eral modulation schemes (i.e. MFSK, MPSK, MQAM)
can be realized in a simple and effective way. This
flexibility turns into a great adaptivity to optimize dif-
ferent network performance indexes such as through-
put, coverage and degree of connectivity of a wire-
less networks operating under varying channel con-
ditions. In this context, the devices equipped with
SDR functionalities can easily work as relay nodes in
a multi-hop communication scenario by dynamically
adapting different modulation schemes between the
receiving and transmitting phases with the aim of op-
timizing network performances such as BER (Bit Error
Rate), energy consumption and overall coverage.

It is well known that channel modulation has
a relevant impact on the quality of the wire-
less link measured in terms of BER and on
software/hardware complexity; furthermore, digital
modulation/demodulation techniques need specific
channel waveform coherence, coding/decoding and
spreading/despreading of the radio spectrum [8].
Since the bit error probability is a function of the chan-
nel modulation, a radio channel with better quality
has to be assigned to a larger number of bits and
a higher order modulation, whereas a channel with
poorer quality has to be assigned fewer bits or even
no bit when the channel quality is too bad. For exam-
ple, by working with three main digital modulation
schemes (i.e. MFSK, MPSK, MQAM) having different
modulation orders (M=2,4,8,16), it is possible to select
and to use the most suitable combination by im-
plementing it on-the-fly throughout SDR techniques.
Moreover, to guarantee a certain BER value, the
modulation schemes could be dynamically changed
according to the channel quality experienced by the
nodes and the distance variation between nodes due
to the mobility.

In the last few years, the SDR paradigm is becoming
more attractive and feasible thanks to the develop-
ment of open-source software tool-kit such as GNU
radio [10] and hardware devices such as Universal
Software Radio Peripheral (USRP) [11]; therefore, sev-
eral modulation/demodulation software blocks can
be developed within the generic SDR architecture [9]
for both transmitter and receiver (see Figure 2) allow-
ing the design of new and more powerful devices well
suited to support the dynamic modulation changing
and adaptation strategies proposed in this work [4],
[12].

In particular, it is worth to note that, with refer-
ence to the complexity of such software/hardware
architecture, the Hybrid Radio Architecture (HYRA)
proposed in [12] addresses the implementation of
SDRs in the context of embedded systems by using
reconfigurable hardware platforms with minimal ad-
ditional resources.

Regarding the mobility features implementation,
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Fig. 2. SDR architecture for Relay Node [9].

TABLE 1
Costs to implement SDR devices.

Mobility Support
Wheels + servo motors
+ Arduino
250%

SDR Support
USRP B200

800%

we would like to remark that this feature can be
implemented by equipping a network device with
two or four wheels and a servo motor controlled
by Arduino-based modules. The estimated cost of
implementing controlled mobility and reconfiguration
capability in such platforms is reported in the Table 1.
Even if this kind of software/hardware architectures
seem quite expensive, the fast technological advance-
ments will favour the reduction of estimated costs;
thus, it is plausible that the mentioned embedded
architectures will shortly be available at a much lower
cost.

4 NEURAL NETWORK AND GENETIC ALGO-
RITHM

The proposed work aims at computing, in a fully
distributed fashion, the best positions for wireless de-
vices belonging to a network placed in a given area, in
order to satisfy some specific network requirements.
In particular the algorithmic scheme, to be performed
by each node, consists of a neural network used to
control and compute the next movement within the
network area, and a genetic algorithm to perform a
new solution that better fits with the desired objective
function. Since the computation of the new nodes’ po-
sition can be only based on local information, both the
components of the proposed scheme are performed in
a distributed way: a node executes the neural algo-
rithm by knowing the positions of its neighborhood
and the genetic algorithm manages its own genes
without using global information.

Specifically, the two objectives considered in this
work, namely, the coverage area and the number of
sensor devices having a path toward a sink with a
certain quality of service, are in contrast one to each
other. Therefore we designed a wise strategy, based

on the approach presented in [13], able to take into
account both the requirements in a dynamic and re-
configurable fashion.

4.1 The Neural Network

The neural network determines the movements of
each wireless node; it is fully connected, recurrent and
time-discrete. The neural network consists in input,
output and hidden neurons. Inputs are subdivided as
follows:

o 4 inputs to detect overlapping of sensing zone
with neighborhood’ sensing zone (1 for each di-
rection);

4 inputs to detect missing of sink connection (1
for each direction);

o 1 to detect nodes in the same position.

The output is the new position. Each neuron “ac-
tives” a real-valued function and a time-varying real-
valued connection with every other neuron of the
network to map input (n-dim) in output (m-dim). We
indicate with out; the output of neuron j towards all
other neurons of the network. The output of neuron
J is computed as shown in Equation (1).

O’U,tj(k) =F (Z wsj - O’U,ti(k - 1) + bj> (1)

iEN
where N is the set of neurons, w;; is the weight of
the connection between neuron i and neuron j and
b; is the bias of neuron j. Weights can produce both
excitatory or inhibitory effect. The activation function
F' is the following linear threshold function:

—-1.0 if < —-1.0
Flx)=<=z if —1.0<z<1.0 ()
1.0 if r>1.0

For each node the output of the neural network is
given from the two output neurons and it is consists
of two real numbers that vary in the range [1, —1], as it
is clear from (2) and Fig. 3. Based on these two values,
the node chooses the action to do. Assuming a square
field of n x n cells, the node can move in one of the
four allowed directions or remain in the current cell.

# of nodes in the
same cells

north
Input for the lack of
connection with the sink

west-east

1.1

north-south

Fig. 3. Neural network architecture of one node



4.2 The Genetic Algorithm

A conventional and real-value Genetic Algorithm
(GA) is used in the training phase of the Neural
Algorithm. The genes are associated with the connec-
tions weights between each couples of neurons and
the bias of each neuron. Through the typical oper-
ators of genetic approaches (i.e. crossover, mutation
and selection), different weights to the neurons in
the next generations will be assigned. Of course, the
chromosome selected for the next generations is the
one which has the best value of the fitness function.
In our work, we consider a bi-objective functions in
order to: 1) maximize the coverage; 2) maximize the
number of nodes connected to the sink either in a
direct fashion or through a multi-hop path. The fitness
function can be written as follows:

fitness = ax Coverage + B * Q0Sconnectivity ~ (3)

where
Coverage = covered_area @)
whole_area
and
Q0Seommectivity — #nodes_connected_to_the_sink

#total_nodes

®)
where o and 3 are weights that take into account the
priority of the objective to be reached.

The term #nodes_connected_to_the_sink represents
the number of nodes “connected” to the sink, namely
nodes that are able to reach the sink directly or for
which exists a multi-hop path [14] throughout links
that are able to deliver data by guaranteeing a certain
value of BER given as an input constraint. To the fol-
low we show the pseudo-code of the Neural/Genetic
Algorithm.

Algorithm 1 Neural/Genetic Algorithm

Random Deployment of Wireless Devices;
for all generation i do
for all chromosome j do
for all node n do
while time < timenax do
Compute the new position of n through the neural algorithm;
Compute the modulations that 7 must use to reach either the
other nodes and the sink by guaranteeing a specific QoS; (see
Section 4.4);
Among all the modulations satisfying the QoS choose those
that require less energy (this only a possible choice, we could
also consider the modulations that maximize the throughput,
etc.) (see Section 4.5);
end while
end for
Compute chromosome fitness j;
end for
Consider the chromosome with the highest fitness value, apply genetic
operators and then consider it as input for the next generation i+1;
end for

4.3 Supported Connectivities and Communica-
tion Complexity

As already explained, each node has a set of possible
modulations that can be “used” for data transmission
by guaranteeing different connectivity levels. In this

work, we figure out two different types of connectiv-
ities:

o Basicconnectivity: according to a specific prop-
agation model, it is possible to compute the
maximum distance at which a node n; is able
to transmit, that is the transmitting radius. If a
node ny is inside the area delimited by the circle
with radius equal to the transmitting radius of
the node n;, then n; and ny are connected. In
this work we consider the propagation model as
defined in [15]:

drdo\? [ d\”
PLgeneric = < h\ 0> : <do> + X (6)

where d is the distance between the 7'z and
the Rz, v is the path loss exponent, A is the
wavelength, x is the shadowing effect value (ne-
glectable) and d is the critical distance.

o Q0SConnectivity: €ach node n has a neighborhood.
For every neighbor, the node n computes the
BER value on the specific link by considering the
different available modulations. The node n ex-
cludes all the modulations that do not respect the
BER required as constraint in input. In practice,
in this way the node n has a set of neighbors and
every link from n to the neighbor meets the QoS
constraint in terms of BER computed according
to the formulas shown in the next subsection.

For each iteration of the algorithm and for every node,
both the BQSiCConnectivity and the QOSC(mnectivity are
computed.

Since the proposed algorithm is based on local
communication, a node only needs to know the posi-
tion of its neighboring nodes to make a movement.
According to [13], after each nodes movement, an
update on the nodes position is broadcasted through
a constant size message containing the node identifier
(Id) and the node position (x,y), therefore the message
size is in O(1). As a consequence, considering a
constant value for the number of time steps given as
an input parameter, nodes will update their positions
and broadcast their new information at each time step;
this leads to a linear message sending complexity of
O(n) where n is the number of nodes within the
network.

4.4 BER Computation

In order to compute the BER value related to each
specific modulation scheme, we used the following
relations coming from an asymptotic approximation
[21]:



BERMfFSK ~ Qk_Q ~€7’fC (

1
BER]\IfPS’K ~ E . erfc (

VM —1 3k B
BERy-qau ~ 2 ns e |- v
©)
5 1 E,
BERngAM ~ E . erfC ( 2]\/v0> (10)

In particular, the BER computation for the QAM
modulation needs the use of two different for-
mula according to the particular shape: formula (9)
for squared modulations and formula (10) for non
squared such as 8-QAM.

4.5 Transmitted Energy Computation

In order to save energy for the transmission always
guaranteeing the required QoS level, it is necessary
to choose the less power hungry modulation scheme
within the set of the the most common modulation
schemes available in real devices. To this aim, the
energy spent per information bit [.J] can be computed
as follows [18]:

o For both MQAM and MPSK, by considering a sig-
nal bandwidth equal to B[Hz| and, by assuming
a sample time T ~ 1/B [19], we can write:

(146)-SNR-Ny-Nys-Gyq

Einfpit =

infBit R (11)
P, c P, tr” Ttr

"RBT L

where § = &/n — 1, { is the peak-to-average
power ratio (PAPR) of the signal depending on
the specific modulation, constellation size and
shape! whereas 7 is the efficiency of PA drain
chosen equal to 0.35 as typical value of class
A power amplifiers [19]. P, and 7Tj, are the
consumed power and the time spent in transient
mode respectively whilst L is the total number
of information bits. The SNR = IK,TOT]@ where
P,, is the received signal power, Ny/2 is the
power spectral density of the noise and Ny is the
receiver noise figure. Moreover, by assuming a
general path-loss model, the value of G4 can be
computed according to the Equation (6) and it is
equal to Gy = (%k)2. (%)’Y. Finally, the term
P, represents the circuit power (i.e. 211 [mW] for
both MQAM and MPSK) and the term R is the

_ o (WVM-1) . .
1.£=3 NaYER] for square constellations whereas M is the

constellation size, while it assumes a value among those shown in
Tab. 1 of the work [18] for cross-shaped constellations.

transmitting rate computed for each constellation
by using the cutoff curves.

o For the MFSK modulation, by considering a non-
coherent detection, the well known relation M =
2Ts B [16] allows to derive Ts = M/2B, therefore
the energy for the transmission will be equal to:

(1+46)-SNR-Ny-N;- Gy

R
PC'M Ptr'Ttr (12)
2-R-B L
where 1 = 0.75 is the typical value for class B or
even greater (C, D, or E) power amplifiers [19],
& =1 according to [18] and P, = 165.3 [mW] for
general MFSK modulation schemes.

EinfBit =

_|_

4.6 Cut-off rate curves

In this work, we decided to use the relation between
cut-off rate and pre-detection SNR to model the re-
quired power of the received signal; this choice is
mainly motivated by the fact that the cut-off rate is
considered as a meaningful measure of the effective
maximum rate for convolutional coding with sequen-
tial decoding [16]. These relations can be calculated for
MQAM and MPSK by the following formulas [17]:

M M
Ry = 2logy (M) — log, (Z ZC(xm,xi)>

m=1i=1
where C(z,,z;) is the Chernoff bound on the pair-

wise error probability that for an AWGN channel
having a Rician factor of K = oo we have:

1
C(Tm, ;) = exp (—4|dmi2>

with |dpi|?= |2 — 2:1?/No and z; is the j** signal.
For noncoherent MFSK we have [16]:

1 1 1

where a?/2 = SNR and Iy(ar) is the modified
bessel function of the first kind. They are shown in
Fig. 4.

5 THE OPTIMIZATION MODEL

In this section, we give the mathematical formulation
of the problem under study, as an integer nonlinear
programming model. It is assumed that the field is
represented by a two-dimensional grid. The param-
eters used for the formulation are the following: h:
the grid height; w: the grid width; d,: the discretiza-
tion step; sink: a particular node that is located in



.

., R
M-QAM" " M-PSK."
’

3]
T

IS
T

[bits/symbol]

w
T

Information rate

-10 -5 0 5 10 15 20 25 30 35 40
SNR [dB]

Fig. 4. Capacities and cutoff rates of MQAM, MPSK,
and MFSK in AWGN channel as a function of predetec-
tion SNR. Each curve represents a different constella-
tion size. The curves 1 < log, M < 6 for M-FSK, and
2 < log, M < 6 for M-QAM and M-PSK are shown,
where M is the constellation size.

a defined a-priori position; n: the total number of
available nodes, including the sink; r: the sensing
radius; tZrqqius: the transmission radius; M: a large
positive number.

The variables of the proposed model are:

e (zg,yx), k = 1,...,n the Cartesian coordinates
that indicate the location of the node k in the
field;

[ ¢ijk/ P = 1,...,|—h/ds~|, _] = 1,...,[u)/d8], k =

1,...,n a binary variable that takes the value one

if the location (i, j) is covered by node k, and zero

otherwise;
T Gre i = 1o [h/dS, 5 =1, [w/d],
=1,...,n are support variables;

o 0i,i=1,...,[h/ds], j=1,...,[w/ds], a binary
variable that takes the value one if the location
(4,7) is covered by at least one node, and zero
otherwise;

e V5, ¢t =1,...,n,j = 1,...,n, a binary variable
that takes the value one if the node i is linked to
node j, and zero otherwise;

® Tjij, T = 1,..., [h/ds—‘, ] = 1,..., [w/ds‘l, an
integer flow variable that is used to represent the
paths from each node to the sink;

. 1/1,‘5, and v, k = 1,...,n variables used to rep-
resent a relaxed version of the flow conservation
constraints.

The considered problem can be mathematically
stated as follows:

h/ds ds
St S 6y)

o L=t UL U
h/ds x w/ds

2% (n—1)
(14)

max o X (

)-8

r—i— x> M (¢f, = 1), Vi,jandk=1,....,n—1
(15)

=i —ykl= M (¢ — 1), Vi, jandk=1,...,n—1
(16)

2*¢1jk§¢;k+¢;k, Vi,jandk=1,....,n—1 (17)

n—1
0ij < Z¢ijk7 Vi, j

(18)
k=1
n—1
M 65 > Z¢ijka Vi, j (19)
k=1

|25 — 2|t radius < M (1=7%), Vi, j=1,...,n (20)

‘yi_yj|_tmradius S M (1_71;% V’L7] = 17“-7” (21)

2% 7 <5+, Vii=1,...,n (22)
Tij+xj; < (n—1) %7y, Yi,j=1,...,n (23)

n n
Z Tij— Z J)ji—i—lﬁ;’_—w; =1, Vi=1,...,n—-1
j=1,5#i J=1,5%i b

n n
§ o § o t T =n—
Lsink j Lj sink + Il/}sink ,l/}sink =n 1

=15 =15 5)
0<uzp<[h/ds], 0<uyr<|w/ds], Vk (26)

Tk, Y integer, Vk (27)

Dijks (;S;"jk, gbi_jk binary, Vi,j,k (28)

0i; binary, Vi, j (29)

'yl-j,'ng, v, binary, Vi,j=1,....n (30)

xi; > 0, integer Vi,j=1,...,n (31)

b7 >0, integer Vi=1,...,n (32)

The objective function in (14) maximizes the num-
ber of locations covered by at least one node and the
number of nodes that reach the sink. Conditions (15)
- (17) state that if the distance between the node k and
the location (4, j) is lower than or equal to the sensing



radius r than the variable ¢;;;, takes the value one,
otherwise it is set to zero. Constraints (18) and (19)
are logical constraints and ensure that the indicator
variable §;; takes on a value of one if the location (3, j)
is covered by at least one node and zero otherwise.
Conditions (20) - (22) state that if the distance between
the node j and the node j is lower than or equal to
the tx,q4ius than the variable v;; takes the value one,
otherwise it is set to zero. Constraints (23) ensure that
a flow can be sent from node ¢ to node j only if a link
between the two nodes exists.

Constraints (24) and (25) represent a relaxed ver-
sion of the flow conservation constraints, where the
variables ;" and v; give a measure of the violation
of these constraints.

Finally, conditions (26)-(32) represent the variable
domain constraints.

The mathematical formulation reported above is
an integer nonlinear programming model, where the
nonlinearity is confined to the constraints (15) - (16)
and (20) - (21).

To eliminate the terms with the absolute value, we
introduce the additional constraints reported below:

Ay, > 1 —xp Vi k (33)

Ay, > —i+ xR Vi k (34)

Ay 2§~ i Yok (35)

dyye = 5+ Vi k (36)
dypjw; 2 T — 5 Vi, j=1,...,n (37)
dee; > —xi+x Vi,j=1,...,n (38)
dyy, 2yi—y; Vi,j=1,...,n (39)
dyy, 2 —yity; Vi,j=1,....n (40)

Thus, constraints (15) - (16) and (20) - (21) are
replaced by the following conditions:

r—dy, > M (6, —1), Vi,jk (
r—dy, =M (¢, —1), Vi jk (

Aoy — Wradgius < M (1 =75), Vi, j=1,...,n (43)
(

dUﬂ/J _tx’radius < M (1 —’Yi_j), V’L,j = 1, ,n

6 VALIDATIONS, SIMULATIONS AND RE-
SULTS

The proposed Neural/Genetic algorithm is evaluated
by simulations using FREVO?, an open source frame-
work for evolutionary design. We took into account
a 40 x 40 cells field, where 64 nodes are placed in
a random way according to an uniform distribution.
We considered one cell and one time step as discrete
units of space and time, respectively. Also the sensing

2. http:/ /www.frevotool.tk

radius of the nodes is r = 2 [cells] and it expresses
the number of cells that nodes are able to cover in
each of the four main direction (north, south, east
and west). For the neural network, we use 9 input
neurons, 2 hidden neurons and 2 output neurons. For
the genetic algorithm, we use 300 chromosomes and
100 generations. All the results have been averaged
over 10 different runs to respect a confidence interval
of 95%.

In order to conduct a quite realistic analysis on
the energy consumption, we chose to set transmitting
power (12 dBm) and receiver sensitivity (—80 dBm)
of our devices by referring to an off-the-shelf Blue-
tooth module made by Roving Networks [20]. Table 2
summarizes all the other simulation parameters used.

TABLE 2
Values of the relevant parameters used for the
simulations

Device Parameters

Power spent in transient mode (P) 100 [mW]
Time spent in transient mode (T%r) 5 [us]
Wavelength (\) 0.125 [m]
Information bits (L) 1000 [bits]
Receiver noise figure (Ny) 10
Bandwidth (B) 10 [kH z]
Scenario Parameters
Path Loss Exponent (v) 3.8
Critical distance (do) 1 [m]
PSD of the noise (Ny/2) 1071%/2 [W/HZ]
Bit Error Rate (BERthreshold) 1073
Maximum number of time steps 100
Genetic Algorithm Parameters
% of elite selection (e) 15%
% of mutation (mu) 45%
% of crossover (c) 30%
% of created offsprings (off ) 5%
% of selecting an offspring (off s) 5%

6.1 Validation of the Optimizazion Model

This first simulation campaign aims at validating
the optimization model formulated in section 5. The
presented results have been achieved by using LINGO
9.0° for the mathematical model and they have been
averaged over 100 runs with a confidence interval of
95%. For this simulation campaign we use a simple
scenario with a 6 x 6 cells field, where {3;4;5} nodes
are placed in a random way according to an uniform
distribution. Also the sensing radius of the nodes is
r = 1 [cell] and the transmission radius is tZ,qdins =
1 [cell]. The discretization step is d; = 1 and the large
positive number M is equal to 1000. Fig. 5 shows
that the behaviour of the algorithm proposed is very
close to the centralized optimum obtained through
the mathematical model for each value of alpha/beta
within the Fitness function. In order to assess the

3. http:/ /www.lindo.com



behaviour of the proposed optimization model, test
problems, characterized by a small field size and a
limited number of nodes, have been considered. This
choice is motivated by the fact that the intrinsic com-
plexity of the model allows to solve, in a reasonable
amount of time, only small size instances. For this rea-
son, once we validated the satisfying accuracy of the
optimization model respect to the proposed heuristic
scheme, we conducted a more intensive simulation
campaign to explore several configuration parameters
with an higher number of nodes within a wider area.

1
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o5 \ -7 .
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.
\

5%, - % - Algorithm with 5 nodes
z a - - - Optimization Model with 4 nodes
X - % - Algorithm with 4 nodes
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|
0,5/0,5
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65 L
i/0 0,75/0,25

L
0,25/0,75 0/1

Fig. 5. Validation of the Neural/Genetic Algorithm:
Heuristic vs. Optimization model.

6.2 Fixed nodes analysis supporting SDR

In this section we show the results obtained through-
out the support of SDR capabilities; in this context
the communication devices are all fixed but they can
autonomously decide to use one of three different
modulation schemes (MFSK, MPSK, MQAM) with
three different symbol levels M (4, 8, 16) thus the set
of possible choices is extended to nine. However, since
the mobility support is out of the scope of this first
reference simulation scenario, the Neural/Genetic al-
gorithm described in section 4 cannot be executed
every new generation and the result, in terms of more
suitable modulation schemes, in agreement with the
desired QoS, is always the same representing the
reference benchmark point for the next analysis in
which the mobility of the nodes allows to achieve
better performances.

Figure 6, obtained throughout the implemented
simulation framework, shows a clear example of
a communication scenario in which the nodes are
fixed but the use of SDR capabilities allows them to
achieve different results in terms of Q0Sconnectivity. In
particular, in figure 6.(a) the circles representing the
nodes, are coloured in different ways according to the
different supported modulation schemes (i.e., yellow
for FSK, cyan for QAM and magenta for PSK). The
square around the circle represents the communica-
tion ability of each node (i.e., blue if they can reach

the sink node, red if they can communicate between
each others without reaching the sink node). On the
other site, the nodes displayed in figure 6.(b) are all
coloured in blue because they can choose to use all the
different modulation schemes according to the new
features provided by the SDR technology. Thus, they
can communicate with more neighbours respect to the
previous scenario in order to reach the sink node by
increasing the performance in terms of Q0Sconnectivity-
On the contrary, the Coverage cannot take advantage
from the SDR technology due to the lack of mobility
support.

Table 3 summarizes the obtained results over 1000
simulation runs, also specifying the percentage of
nodes that have chosen any specific modulation
scheme and the average energy consumption for the
transmission. It is worth to note that in the simulated
scenario few modulation schemes such as 4-8-PSK
have never been chosen due to the worst performance
in terms of BER and to the higher energy consump-
tion.

TABLE 3
Fixed nodes analysis supporting or not supporting
SDR capabilities

Output Parameters Without SDR With SDR
Coverage 61.57% 61.47%
QOSconnectimty 2‘03% 12.20%
Energy per 24-107°[J] 2.75-107° [J]
Information Bit
Nodes choosing 4-FSK 12.59% 0%
Nodes choosing 8-FSK 28.34% 38.57T%
Nodes choosing 16-FSK 34.82% 43.92%
Nodes choosing 4-PSK 0% 0%
Nodes choosing 8-PSK 0% 0%
Nodes choosing 16-PSK 10.80% 10.94%
Nodes choosing 4-QAM 0% 6.57%
Nodes choosing 8-QAM 0% 0%
Nodes choosing 16-QAM 13.45% 0%

6.3 Mobile nodes analysis supporting SDR

In this section we show how controlled mobility can
be efficiently exploited to reach better configurations
both in terms of Coverage and QoSconnectivity. In
Figures 7 we show results obtained when all nodes
are equipped with motion capabilities but they are not
able to select, in a dynamic fashion, the most suitable
modulation. Specifically, all nodes will support only
a specific modulation scheme in a random way, by
keeping the percentage of nodes that choose a certain
modulation equal for all the modulation schemes. In
this specific case, the 33.33% of nodes will support
FSK or QAM or PSK modulation. Of course, in order
to obtain reliable results we averaged them complying
a confidential interval of 95%. In this scenario, all
nodes will move in a distributed fashion towards
novel positions computed through the neural network
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Fig. 6. Fixed nodes communication scenario: (a) No mobility without SDR, (b) No mobility with SDR.

by considering a genetic approach during the training
phase as explained in Section 4. It is worth to notice
that in the configuration where nodes are not able to
move, Coverage cannot be improved and nodes are
only allowed to choose a better modulation in order
to improve QoSconnectivity- When nodes are able to
move, better configurations in terms of both Coverage
and QoSconnectivity are obtained. For « values ranging
from 0.5 to 1, after 20 Generations the nodes are able
to reach a percentage of coverage higher than 90%.
Concerning the Q0Sconnectivity index, it is increased
from 12.2% to 35% after ~ 35 Generations by tuning
the connectivity parameter (5) with higher values,
0.75 and 1. Unfortunately, if we observe the curves
related to Coverage and Q0Sconnectivity N a cross-
way, we notice as controlled mobility is a valid tool to
improve performance of the system, but coverage and
connectivity are opposite goals, and then controlled
mobility is able to generate configuration that “an-
swer” in an effective way to the setting of o and f,
but it is not able to handle the opposition of those
two QoS requirements. In fact, in Figure 7 (a), when
the value of « is chosen equal to 0.25, the network
is not able to reach a degree of coverage higher than
~ 24%, and this is the case (see Figure 7 (b)) where
the connectivity value reaches ~ 42%. By consider-
ing an additional freedom degree consisting into the
possibility to set the most suitable modulation, the
overall performance of the system are improved as
shown in Figure 8 (a) and (b). A strange effect of the
dynamic modulation setting occurs when « and S are
both set equal to 0.5. In this case (see Figure 8 (a)),
coverage reached is smaller than in the previous case,
but it is worth to analyze this behavior in combination
with the connectivity value. In fact, in Figure 8 (b),
in correspondence of the same a and /5 values, we
are able to obtain a connectivity degree higher than
93% after very few Generations. On the other hand,
the system gives an answer matching the interest we

express with the o value, since we set « equal to 0.5.
When the o value is higher than 0.5, the system takes
properly into account this setting and the coverage
increases. From this analysis, we can argue that, by
considering in a similar way the importance of both
a and [ parameters, the system will behave in a
very effective fashion guaranteeing a very high level
of Q0Sconnectivity and a good degree of Coverage.
These results are also confirmed by the Fitness curves
shown in Figures 7 (c) and 8 (c) respectively. In
fact, we can observe as Fitness improves by reaching
very high values after a few number of generations
when the weight associated with connectivity is the
highest possible (&« = 0 and 3 = 1). In respect of the
case in which nodes are only equipped with motion
capabilities, SDR mobile nodes are able to react to the
connectivity requests of the networks. Moreover, in
all the studied cases we can notice an improvement
of the Fitness except when coverage is considered as
a kind of high priority (ie. o = 0.75 or o = 1)
making the Fitness trend similar to the case with
no-SDR mobile nodes. As main conclusion of this
simulation campaign, we can argue that, by correctly
tuning the a and 3 weights of the Fitness function, the
wireless network consisting of self-configuring SDR
devices can dynamically react in order to face different
communication scenarios by favoring, from time to
time, the Coverage, the QoSconnectivity Or both.

6.4 Mobile nodes analysis with variable amount
of SDR nodes

In this section we investigate the impact of the amount
of SDR nodes on the overall network performances
because, as detailed in section 3 and in table 1, the
SDR nodes are still quite expensive devices; thus it
is convenient to reduce their number as much as
possible. We tested the system with mobile nodes by
choosing the same value for the parameters of the
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Fitness function (i.e. « = § = 0.5) and varying the per-
centage of SDR nodes (i.e. 0%;20%;30%; 50%; 100%).
The obtained results, shown in figure 9, demonstrate
that even using a small amount of SDR nodes, it
is possible to achieves good performances in terms
of Q0Sconnectivity (figure 9.b) but the Coverage turns
out to be considerably reduced due to the fact that
the nodes equipped with SDR capabilities work as
attractors for the nodes without those features by
greatly reducing the possibility to expand to cover
larger areas.
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6.5 Varying the percentange of mobile nodes

In this scenario we investigate the impact of high
number of mobile SDR nodes on the overall network
performances. This analysis is mainly motivated by
the fact that the mobility capability has a quite ex-
pensive cost and the SDR equipment is still a bit
expensive at the present day. According to these re-
marks, it makes sense to test how these capabilities
impact on the performance of the network, both in
terms of coverage and connectivity toward the sink;
thus we consider only a portion of nodes equipped
with SDR capabilities by varying the number of nodes
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able to move toward “better” positions. In this way,
we aim at dimensioning the right number of mobile
nodes in order to save money without excessively
reduce the network performances. With this goal in
mind, we decided to test a network scenario in which
only half of the nodes are provided with SDR func-
tionalities and, among the standard nodes, a variable
percentage are equipped with mobile capabilities (i.e.
40%; 60%; 80%; 100%). Just to give a numerical exam-
ple, let us consider 64 nodes in the network field, 32
among them are equipped with SDR capabilities and
are static whilst the number of mobile nodes, without

12

SDR capabilities, varies as follows: 12, 19, 25 and 32.
The obtained results are shown in figure 10. As
already explained, by using a certain percentage of
SDR nodes it is possible to improve the network per-
formances in terms of connectivity but at the expense
of coverage; on the other side, by considering a more
realistic network scenario in which not all the nodes
can move, the effect of attraction mechanism, due
to the SDR nodes, decreases thereby improving the
performance in terms of coverage. However, if the
percentage of standard mobile nodes is lower than
80%, we experienced a bad connection management
toward the sink node; i.e. to reach the more isolated
fixed nodes, the SDR nodes prefer to ensure optimal
coverage rather than communicate with the sink.

As main conclusion of this simulation campaign, we
can argue that it is possible to decouple the effects
due to both SDR and mobility features; in fact, in
a mixed scenario in which only a portion of fixed
nodes are equipped with SDR capabilities, a good
Q0Sconnectivity level can be guaranteed by increasing
the number of mobile standard nodes.

7 CONCLUSIONS

In this paper we considered SDR mobile nodes able
to move towards most suitable positions and to select
the best modulation scheme in order to both improve
the coverage within a specific area and the connectiv-
ity to a sink node. All nodes run an algorithm based
on a totally distributed Neural/Genetic approach by
using only local information. As main conclusion of
the different simulation campaigns we can argue that
the proposed strategy can handle the two opposite
requirements, represented by the coverage and the
connectivity, in a dynamic fashion by wisely tun-
ing the fitness function parameters; moreover, we
demonstrated that, quite similar performances, can
be achieved also using a reduced amount of devices
equipped with expensive SDR and mobility features
by making the proposed solution more attractive from
an economic point of view. As future work we would
like to test our strategy by implementing a proof of
concept on real devices.
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