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Abstract

MapReduce is a well-know framework for distributing data-processing computations
on parallel clusters. In MapReduce, a large computation is broken into small tasks
that run in parallel on multiple machines, and scales easily to very large clusters of
inexpensive commodity computers. Before the Map phase, the original dataset is
first split into chunks, that are replicated (a constant number of times, usually 3) and
distributed onto the computing nodes. During the Map phase, nodes request tasks and
are allocated first tasks associated to local chunks (if any). Communications take place
when requesting nodes do not hold any local chunk anymore. In this paper, we provide
the first complete theoretical data locality analysis of the Map phase of MapReduce,
and more generally, for bag-of-tasks applications that behaves like MapReduce. We
show that if tasks are homogeneous (in term of processing time), once the chunks have
been replicated randomly on resources with a replication factor larger than 2, it is
possible to find a priority mechanism for tasks that achieves a quasi-perfect number of
communications using a sophisticated matching algorithm. In the more realistic case of
heterogeneous processing times, we prove using an actual trace of a MapReduce server
that this priority mechanism enables to complete the Map phase with significantly
fewer communications, even on realistic distributions of task durations.
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1 Introduction

MapReduce is a well-known framework that has been introduced by Google
and has been popularized by implementations like Hadoop [1] for distributing
data-processing computations on parallel clusters. In MapReduce, a large com-
putation is broken into small tasks that run in parallel on multiple machines,
and scales easily to very large clusters of inexpensive commodity computers.
MapReduce is a very successful example of a dynamic scheduler, as one of its
crucial feature is its inherent capability of handling hardware failures and pro-
cessing capability heterogeneity, thus hiding this complexity to the programmer,
by relying on on-demand allocations and the online detection of nodes that per-
form poorly (in order to re-assign tasks that slow down the process).

In a classical MapReduce application, the original dataset is first split into
chunks and distributed on the computing nodes. Then, computation is decom-
posed into two phases: a Map phase followed by a Reduce phase, each of them
being composed of several tasks. Map tasks emit <key,value> pairs which are
sorted by key and all pairs with the same keys are aggregated by the Reduce
tasks. In the textbook example of the wordcount application, whose purpose
is to count the number of occurrences of each word in a text, the Map tasks
consist in emitting a key-value pair <w,1> for each word w in a text chunk.
Then, the Reduce tasks are given as input all pairs corresponding to the same
word and compute its total number of occurrences in the text. However, not all
MapReduce applications use this classical framework. In particular, MapReduce
is also widely used to distribute independent task applications, which are then
only composed of Map tasks. For these applications, data locality is the main
source of communications. There have been relatively few theoretical studies of
data locality in MapReduce and its impact on communications [2].

In MapReduce, minimizing the runtime amount of communications is a cru-
cial issue. The initial distribution of the chunks onto the platform is performed
by a distributed filesystem such as HDFS [3]. By default, HDFS replicates ran-
domly data chunks several (usually 3) times onto the nodes. This replication has
two main advantages. First, it improves the reliability of the process, limiting
the risk of losing input data. Second, replication tend to minimize the number
of communications. Indeed, by default, each node is associated to a given num-
ber of map and reduce slots (usually two of each kind). Whenever a map slot
becomes available, the default scheduler first determines which job should be
scheduled, given the job priority and history. Then, it checks whether the job
has a local unprocessed data chunk on the processor. If yes, such a local task is
allocated, and otherwise, a non-local task is allocated and the associated data
chunk is sent from a distant node. Therefore, intuitively, having more replicas
gives more opportunities for a given chunk of being processed locally (without
inducing a communication). In what follows, we will assess precisely the impact
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of replication on the number of non local tasks. For instance, Section 4.1 shows
that replication is closely related to the power of 2 choices in balls into bins
games, that is known to improve the performance of classical balls into bins.

This paper is devoted to a precise analysis of the influence of replication on
data locality for map tasks, and to the rigorous analysis of another dynamic
scheduling algorithm introduced in Section 4 that computes, after the initial
randomized allocation performed by the distributed file system, an optimal al-
location under the assumption that the processing times of all tasks have the
same duration. Indeed, depending on the size of the job [4] shows that the num-
ber of non-local tasks can be around 12-17% , and their processing takes is 1.2
to 2 times longer because of data fetching time. The quality of the data locality
of a scheduling policy, given a replication mechanism, is therefore a crucial is-
sue and can be evaluated through several metrics. In this paper, we will either
consider the number of communications, i.e. the number of map tasks that are
not processed locally on a node that holds the corresponding input data chunk
or the makespan without communications, i.e. the necessary time to process
all tasks if communications were forbidden and all tasks had to be processed
locally. These two metrics enable to well estimate the quality of a scheduling
algorithm, although they are not strictly equivalent.

The rest of the paper is organized as follows. We discuss related work on
matching algorithms, randomized balls into bins algorithms and MapReduce
scheduling algorithms in Section 2 and the modeling of MapReduce in Section 3.
The new scheduling algorithm based on matchings that we propose is presented
in Section 4 and its performance analysis is provided in Section 5. Finally,
simulation results assessing the actual efficiency of our algorithm on actual data
traces are presented in Section 6 and concluding remarks in Section 7.

2 Related Work

In this section, we review the literature in three research areas that are close to
this study: data locality for MapReduce (in particular during the Map phase),
matchings (in particular for bipartite graphs), and balls-into-bins games.

2.1 Locality in MapReduce
A number of paper have studied the problem of data locality in MapReduce,
and in particular during the Map phase.

Zaharia et al. [5] first proposed the Delay scheduler to improve data locality
for several job competing on a cluster. In their strategy, if a given job has a free
slot for a new task on a processor buts owns no local chunk, instead of running
a non-local task, leading to data movement (as in the classical scheduler), this
job would wait a small amount of time, allowing other jobs to run local tasks
instead (if they have some). The authors shows that this improves the data
locality while preserving fairness among jobs.

Ibrahim et al. [4] also outlines that, apart from the shuffling phase, another
source of excessive network traffic is the high number of non-local map tasks.
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They propose Maestro, an allocation scheme that intends to maximize the num-
ber of local tasks. To this end, Maestro estimates which processors will be
allocated the smallest number of local tasks, given the distribution of the repli-
cas. These nodes are selected first to allocate local tasks. They experimentally
show that this reduces the number of non-local map tasks.

Xie et al. [6] propose a simple allocation strategy based on the degree of
each processor to overcome the problem of non-local map tasks. The idea is to
give priority to processors with the smallest non-zero number of unprocessed
replicas, so that they could be allocated a local task. They propose a “peeling”
algorithm which first serves the processor with a single unprocessed replica (and
thus allocates to them their single local task), and then switches to a classical
random allocation for other processors. Using evolution of random graphs, they
show that the peeling algorithm leads to better data locality, and achieves close
to optimal allocation for small to medium load.

Wang et al. [7] consider the problem of map task locality from a stochastic
network perspective and propose a new queuing algorithm to simultaneously
maximize throughput and minimize delay in heavy loaded conditions.

Guo et al. [8] consider the locality of map tasks. They propose an algorithm
based on the Linear Sum Assignement Problem to compute an allocation with
minimal communications. Unfortunately, in the case where there are more tasks
than processors, there formulation is obviously wrong: they add fictitious pro-
cessors to get back to the case with equal number of tasks and processors, solve
the problem, and then remove the fictitious processors without taking care of
the task reallocation.

Finally, some papers [9, 10] have focused on optimizing data locality in the
Reduce phase, by placing reduce tasks close to their input data computed by
the map tasks.

2.2 Matchings in Bipartite Graphs
Many studies and algorithms have been proposed for matching problems, in
particular for bipartite graph, a particular case with many applications, for
example in assignment problems [11].

A first research direction deals with the existence of matchings, in particular
perfect matchings, i.e. matchings whose size is the number of vertices. For
instance, the work of Erdös and Rényi on random bipartite graph [12] proves
that there exists a perfect matching of a bipartite graph of 2n vertices with
asymptotic probability e−2e

−c

when the number of edges is n lnn + cn + o(n).
Walkup [13], instead of an assumption on the number of edges, uses a condition
on the minimum degree of the vertices. Asymptotically, a regular bipartite
graph (i.e. whose both sets of vertices are of equal size) has a perfect matching
if its minimum degree is at least 2.

A second research direction deals with the efficient computation of match-
ings. Many algorithms rely on augmenting paths introduced in [14]. An aug-
menting path is a path that that induces an improvement of the current existing
flow (or matching) by permuting some edges of the path with some of the ac-
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tual solution. For bipartite graphs, very efficient algorithms exist to find an
optimal matching, such as the Hopcroft-Karp Algorithm [15] with a complex-
ity of O(

√
nm), where n denotes the number of vertices and m the number of

edges, or the one proposed by Goel et al. [16] for regular bipartite graph, whose
expected complexity is O(n log n). There also exists approximation algorithms
with better computations time that no longer guarantee the computation of a
perfect matching [17, 18].

2.3 Variants of Balls-into-Bins
An extreme solution for improving data locality is to forbid all communica-
tions, and allow processors to compute only the chunks they own locally. This
might create some load imbalance, since some of the processors may stop their
computations earlier.

Such a process is closely related to balls into bins problems [19]. More specif-
ically, we will prove in Section 4.1 that it is possible to simulate the greedy
algorithm for allocating Map tasks with a variant of a Balls into Bins game.
In these randomized processes, n balls are placed randomly into p bins and the
expected load of the most loaded bin is considered. If we consider a process
where data chunks are not replicated and correspond to balls, processing re-
sources correspond to bins, and tasks have to be processed locally, then the
maximum load of a bin is equal to the makespan achieved by greedy alloca-
tion. The case of weighted balls, that corresponds to tasks whose lengths are
not homogeneous, has been considered in [20]. It is shown in [20] that when
allocating a large number of small balls with total weight W , one ends up with
a smaller expected maximum load than the allocation of a smaller number of
uniform balls with the same total weight. In the case of identical tasks [19],
when n/polylog(n) ≤ p ≤ n log n, i.e. typically when the average number of
tasks allocated to each resource is a few units, then the expected maximum load
is of order logn

log(n log n
p )

, it is therefore arbitrarily large and grows as logn
log logn when

the number of tasks increases.
These techniques have been extended to multiple choice algorithms, where

r random candidate bins are pre-selected for each ball, and the ball is allo-
cated to the candidate bin whose load is minimal. It is well known that having
more than one choice strongly improves load balancing. We refer the interested
reader to [21, 22] for surveys that illustrate the power of two choices. Typically,
combining previous results with those of [23], it can be proved that whatever
the expected number of balls per bin, the expected maximum load is of order
n/p + log log n even in the case where r = 2, what represents a very strong
improvement over the single choice case. The combination of multiple choice
games with weighted balls has been considered in [24]. In this case, each ball
comes with its weight wi and is allocated, in the r-choices case, to the bin of
minimal weight, where the weight of a bin is the sum of the weights of the balls
allocated to it.
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3 Modeling of Map-Reduce

We model the allocation mechanism of MapReduce as follows. We assume that
there are p identical processors, i.e. processors with the same processing ca-
pabilities and equipped with their own data storage. There are n of tasks to
process, and each task corresponds to the processing of a chunk. In the following
theoretical analysis in Section 4 and 5, we assume that all tasks have the same
processing needs. In the simulation Section 6, we remove this assumption to an-
alyze the effect of task heterogeneity on the performance of schedulers. Chunks
are initially replicated on the processors: r replicas of each chunk are distributed
uniformly at random on the p processors. Note that we ignore inter/intra rack
replication in this study.

We consider the following basic MapReduce-like scheduler: whenever a pro-
cessor is available, if it holds local unprocessed chunks, it randomly selects one
of these chunks for processing. Otherwise, a random chunk is allocated to this
processor, and associated data is sent throughout the network. As soon as the
processing of a chunk starts on a processor, all its replicas are discarded.

The problem of finding an allocation that minimizes the communication vol-
ume will be denoted by MinComm throughout this paper. As explained in the
introduction, we will also consider a variant of this problem, which focuses on
minimizing the makespan when communication of chunks is forbidden, that will
be denoted by MinMakespan. The simple greedy scheduler easily translates
to a solution of the MinMakespan problem. Whenever a processor is avail-
able, one of its local chunk (if any) is allocated for processing. Otherwise, the
processor simply stops.

4 Finding a Better Allocation

In this section, we focus on the MinMakespan problem presented in the previ-
ous section. To analyze the performance of the greedy allocation mechanism, we
prove in Section 4.1 its equivalence to the balls-into-bins with multiple choice
problem. Then, we propose an optimal allocation mechanism based on match-
ings in Sections 4.2, 4.3 and 4.4. In Section 5, we concentrate on the critical
case n = p and we prove that in this case, load imbalance is at most 1 with high
probability.

4.1 Analysis of the Greedy Allocation
In this section, we prove that in presence of replication, the expected makespan
without communications is closely related to multiple choices balls-into-bins al-
gorithms. This result holds in a more general context that the one introduced in
the previous section and we consider here heterogeneous task processing times.
Moreover, contrarily to what happens in the case of weighted balls and bins,
we do not have to know ball weights in advance. More specifically, we pro-
pose an algorithm that allocates the replicas of the tasks to processors without
any knowledge of their durations. The greedy Allocation used at runtime then
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automatically balances the load between the processors. In what follows, for
the sake of realism, we assume that processors start their execution at slightly
different instants modeled by εi, that are expected to be small. We also assume
that since tasks have heterogeneous durations, no ties have to be broken, as
in [20, 24].

Algorithm 1: ReplicatedAllocation(C1, . . . , Cn, ε1, . . . εp)
Allocation:
for i = 0 . . . n do

place a copy of task Ti on each Pi(k) , 1 ≤ k ≤ r
where Ci = {i(1), . . . , i(r)} ;

Execution:
When Pj ends a task, execute on Pj the available local task with the
smallest index, if any ;

Algorithm 1 depicts the behavior of the greedy scheduler in presence of repli-
cated chunks and the resulting allocation is entirely defined by the set of random
choices Ci’s of the r locations where task Ti is replicated (tasks processing or-
dering is given by their indexes). Similarly, let us consider Algorithm 2, similar
to the one proposed in [20] and ruled by the same set of random choices Ci’s
and the initial load of the p bins ε1, . . . , εp.

Algorithm 2: Greedy(C1, . . . , Cn, ε1, . . . , εp)
Allocation:
for i = 0 . . . n do

Place ball bi of weight wi into the less loaded bin among
bins {Bi(1) , . . . , Bi(r)} where Ci = {i(1), . . . , i(r)} ;

Theorem 1. Let us denote by MaxLoad(C1, . . . , Cn, ε1, . . . , εp) the maximal
load of a bin using Greedy(C1, . . . , Cn, ε1, . . . , εp) and let us denote by Cmax(C1, . . . , Cn, ε1, . . . , εp)
the makespan achieved using Replicated Allocation(C1, . . . , Cn, ε1, . . . , εp). Then,

MaxLoad(C1, . . . , Cn, ε1, . . . , εp) =

Cmax(C1, . . . , Cn, ε1, . . . , εp).

Proof. In order to prove above result, let us prove by induction on i the following
Lemma.

Lemma 2. Let jb(i) denote the index of the bin where ball bi is allocated and
let jp(i) denote the index of the processor where ball bi is processed, then jb(i) =
jp(i).

Proof. Let us consider ball b1 and task ε1. b1 is allocated to the bin such that
εk is minimal, where k ∈ C1. Conversely, T1 is replicated onto all the processors
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Pk, where k ∈ C1. Since each processor executes its tasks following their index,
T1 is processed on the first processor that issues a request, i.e. the processor
such that εk is minimal. This achieves the proof in the case n = 1.

Let us assume that the lemma holds true for all indexes 1, . . . , i− 1, and let
us consider the set of bins Bk and the set of processors Pk such that k ∈ Ci. By
construction, at this instant, processors Pk, k ∈ Ci have only processed tasks
whose index is smaller than i. Let us denote by Si = {Ti1 , . . . , Tini} this set of
tasks, whose indexes ik’s are smaller than i. These tasks have been processed
on the processors whose indexes are the same as those of the bins on which
balls {bi1 , . . . , bini} have been allocated to, by induction hypothesis. Therefore,
for each Pk, k ∈ Ci, the time at which Pk ends processing the tasks allocated
to it and whose index is smaller than i is exactly the weight of the balls with
index smaller than i allocated to Bk. Therefore, the processor Pk that issues the
request for Ti first is the one such that tk plus the weight of the balls with index
smaller than i allocated to Bk is minimal, so that jb(i) = jp(i), what achieves
the proof of the lemma.

Therefore, the makespan achieved by Replicated Allocation(C1, . . . , Cn, t1, . . . , tp)
is equal to the load of most loaded bin in Greedy(C1, . . . , Cn, t1, . . . , tp), what
achieves the proof of the Theorem.

Thanks to this result, we can apply known bounds on the maximum load
for balls-into-bins processes derived in the literature (see Section 2.3).

4.2 Matching-Based Allocations
We now focus on the design of better allocations than the one produced by
above-mentioned greedy scheduler by the use of matching techniques.

Let P denote the set of processors and T the set of tasks. Let E ⊆ P ×
T denote a set of edges such that (pi, tj) ∈ E if and only if the data chunk
associated to tj is replicated on processor pi. The initial distribution of data
chunks is entirely defined by bipartite graph G = (P, T,E).

Definition 3 (Assignment). Let G = (P, T,E) be a bipartite graph. An assign-
ment of G is a subset A of E such that:

∀tj ∈ T, ∃ a unique pi ∈ P such that (pi, tj) ∈ A.

An assignment is an allocation of the tasks between the processors with
respect of the initial repartition of the input files. The following metrics will be
used to evaluate the efficiency of an assignment.

Definition 4 (Degree in an assignment, maximum degree and total load im-
balance). Let A be an assignment of G = (P, T,E).

• The degree in A of a vertex pi of P , denoted dA(pi), is the degree of pi in
G′ = (P, T,A), the sub-graph of G induced by A.
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• the maximum degree d(A) of A is defined as D(A) = max
pi∈P

dA(pi).

• The total load imbalance Imb(A) of A is given by Imb(A) =
∑
pi∈P

dA(pi)>d |T ||P |e

dA(pi)−

⌈
|T |
|P |

⌉
.

1

2

3

4f

e

d

c

b

a

(a)

1

2

3

4f

e

d

c

b

a

(b)

Fig. 1: Two examples of assignments for the same problem.

These notions are illustrated on Figure 1, where tasks are on the left part
and processors on the right. Solid edges represent an assignment and dashed
ones are the initial edges that are not used in the assignment. Each task can be
uniquely associated to one solid edge, but processors can be assigned to more
than one task. On Figure 1(a), the maximum degree is 3 (reached on 2) and the
total load imbalance is 1. On Figure 1(b), the maximum degree is 2 (reached
on 2 and 4) and the total load imbalance is 0.

Intuitively, the degree of a processor in an assignment A is the number
of tasks it has to process and the maximum degree of an assignment is the
expected makespan for the MinMakespan problem. The total load imbalance
of an assignment is the number of data chunks that have to be transferred
in order to achieve perfect load balancing and therefore represents an upper
bound on the amount of communication in the MinComm problem. Note that
D(A) =

⌈
|T |
|P |

⌉
⇐⇒ Imb(A) = 0.

4.3 Reduction to a Maximal Matching
In this section, we establish the relationship between assignment and matchings.

Definition 5 (Matching). Let G = (V,E) be a graph. A matching of G is a
subset M of E such that

∀e, e′ ∈ E, e ∩ e′ = ∅.
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More precisely, for a bipartite graph G = (P, T,E), a matching M is a subset
of E such that for all (p1, t1), (p2, t2) in M :

(p1, t1) 6= (p2, t2) =⇒ p1 6= p2 ∧ t1 6= t2.

There are some notable differences between an assignment and a matching
in a bipartite graph G = (P, T,E). First, unlike in an assignment, there could
exist no edge from a vertex tj of T in a matching. Second, in a matching, there
is at most one edge from every vertex pi of P . We propose to build an auxiliary
bipartite graph Gm by replicatingm the set of processors, that is directly related
through the next lemma to the existence of an assignment of maximum degree
m.

Definition 6 (Gm). Let G = (P, T,E) be a bipartite graph and m be an integer.
We define Gm = (Pm, T, Em) with:

• Pm =
⋃
pi∈P
{p1i , . . . , pmi }.

• (pki , tj) ∈ Em if and only if (pi, tj) ∈ E.

1

2

3

4f

e

d

c

b

a

11

21

31

41

12

22

32

42f

e

d

c

b

a

Fig. 2: An example of replication of a bipartite graph. On the left G, on the
right G2.

An illustration of this notion is provided in Figure 2.

Lemma 7. Let G = (P, T,E) be a bipartite graph with |T | = n and m be an
integer. There exists an assignment of maximum degree m if and only if there
exists a matching of size n in Gm.

Proof. Let us first suppose that there exists an assignment A of maximum degree
m of G. For pi ∈ P let vA(pi) denotes its neighborhood in the sub-graph induced
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by A, i.e. vA(pi) = {tj ∈ T, (pi, tj) ∈ A} (and |vA(pi)| = dA(pi)). Let M be a
subset of Em with M =

⋃
pi∈P

Mpi with

Mpi =
{

(p1i , t1), . . . , (p
dA(pi)
i , tdA(pi)),

{t1, . . . , tdA(pi)} = vA(pi)
}
.

Since ∀pi ∈ P , dA(pi) ≤ m, then ∀pi, {p1i , . . . , p
dA(pi)
i } is a valid subset of

Pm. Let (pki , tj) and (pk
′

i′ , tj′) denote any two edges of M .

• If i 6= i′, then pki 6= pk
′

i′ . In addition, by definition of an assignment,
vA(pi) ∩ vA(pi′) = ∅ (otherwise there is a contradiction with ∃!pi ∈
P, (pi, tj) ∈ A) and then tj 6= tj′ .

• If i = i′, then tj = tj′ if and only if k = k′.

Therefore, M is a valid matching. Moreover, since vA(pi) ∩ vA(pi′) = ∅, then
Mpi ∩Mpi′ = ∅. Therefore, |M | =

∑
|Mpi | =

∑
dA(pi) = n by definition of an

assignment. Thus, there exists a matching of cardinal n in Gm.
Let us now assume that there exists a matching M of Gm with |M | = n.

Let us build a subset A of E such that

(pi, tj) ∈ A⇔ ∃k, (pki , tj) ∈M .

Let (pi, tj) and (pi′ , tj′) be any two edges of A. There exists (k, k′) such that
(pki , tj), (p

k′

i′ , tj′) ∈M . By definition of a matching, tj = tj′ if and only pki = pk
′

i′ .
Hence tj = tj′ if and only if pi = pi′ . Moreover, |A| = |M | = n and therefore,
∀tj , there exists pi such that (pi, tj) ∈ A. Thus A is an assignment of G and
D(A) ≤ m as dA(pi) ≤ m for all pi ∈ P .

4.4 Algorithm to Find an Optimal Assignment
Lemma 7 says that finding an assignment for a bipartite graph G is equivalent
to finding a maximal matching (in Gm). More precisely, we propose in this
section an algorithm that (i) builds Gm, (ii) finds a maximal matching, and (iii)
converts it into an assignment for G. This algorithm, summarized in Algorithm
3, returns an assignment of minimum maximal degree.

The complexity of Algorithm 3 is nevertheless high in practice. Indeed,
if there exist very efficient algorithms to compute maximum matchings on bi-
partite graph [15], Algorithm 3 requires to build Gm graph until it finds an
assignment. In what follows, we propose, following classical ideas from the lit-
erature on the matching and flows problems [14], a more direct algorithm to
find an assignment. Let us first adapt the notion of alternating path.

Definition 8. Let G = (P, T,E) be a bipartite graph and let A be a subset of
E.
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Algorithm 3: NaiveAssignment(G)
Input: A bipartite graph G = (P, T,E)
Output: An assignment A of G of minimum maximal degree
m =

⌈
|T |
|P |

⌉
;

A = ∅ ;
while A is not an assignment do

Find a maximal matching M of Gm ;
if |M | = |T | then

A← the conversion of M into an assignment of size m ;

m← m+ 1 ;
return A

• A path of G is a sequence of vertices (x1, . . . , xk) such that ∀i ∈ [1, k− 1],
(xi, xi+1) ∈ E. Note that in a path of a bipartite graph the vertices switch
between T and P .

• An alternating path of G according to A is a path (x1, . . . , xk) of G such
that:

– If xi ∈ T , then (xi, xi+1) ∈ A.
– If xi ∈ P , then (xi, xi+1) /∈ A.

An example of alternating path is described in Figure 3. On the left hand
side, solid edges represent an assignment, and dashed ones the unused edges.
On the right hand side, the proposed path (to improve the clarity of the scheme,
edges that are not in the path has been removed) is an alternating one according
to the previous assignment.

1

2

3

4f

e

d

c

b

a

(a)

1

2

3

4f

e

d

c

b

a

(b)

Fig. 3: Example of Alternating path.

Alternating paths can be used to improve an existing assignment. Indeed,
Lemma 9 states that if the starting and the ending vertices of an alternating
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path are in P , then it is possible to build an assignment that improves the
degree of the last vertex and increases by one the degree of the first one.

Lemma 9. Let G = (P, T,E) be a bipartite graph, let A be an assignment of G
and let x = (pi1 , tj1 , . . . , pik) be an alternating path of G according to A. Let ⊗
be the xor operation (A⊗B = (A∪B) \ (A∩B)) and let x be assimilated to its
edges, then,

• A⊗ x is an assignment.

• dA⊗x(pi1) = dA(pi1) + 1

• dA⊗x(pik) = dA(pik)− 1

• ∀pi ∈ P \ {pi1 , pik}, dA⊗x(pi) = dA(pi).

Proof. Let G = (P, T,E) be a bipartite graph, let A be an assignment of G and
let x = (pi1 , tj1 , . . . , tjk−1

, pik) be an alternating path of G according to A. Let
tj ∈ T :

• If tj = tjl ∈ {tj1 , . . . , tjk−1
}, then, by definition of an alternating path,

(tjl , pil+1
) is in A (and, by definition of an assignment, it is the only edge

from tj in A) and (pil , tjl) is not. Therefore (pil , tjl) is in A⊗ x (and it is
the only edge from tj in A⊗ x) and (tjl , pil+1

) is not.

• Otherwise, the unique edge in A from tj is not in x (and x has no edges
from tj) and therefore is also present in A⊗ x.

Therefore, ∀tj ∈ T , there is an unique edge from tj in A ⊗ x that is thus an
assignment.

Furthermore, let pi be in P , then

• if pi = pi1 , then (pi1 , tj1) is added to its neighborhood in A⊗ x,

• if pi = pik , then (tjk−1
, pik) is removed from its neighborhood in A⊗ x,

• if pi = pil ∈ {pi2 , . . . , pik−1
}, then (pil , tjl) is added to its neighborhood

and the edge (tjl−1
, pil) is removed from its neighborhood in A⊗ x,

• else there is no modification of its neighborhood from A to A⊗ x.

Therefore,

• dA⊗x(pi1) = dA(pi1) + 1

• dA⊗x(pik) = dA(pik)− 1

• ∀pi ∈ P \ {pi1 , pik}, dA⊗x(pi) = dA(pi).

Definition 10. Let G = (P, T,E) be a bipartite graph and A be an assign-
ment of G. An augmenting path according to A is an alternating path x =
(pi1 , tj1 , . . . , pik) such that dA(pi1) + 1 < dA(pik).
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Lemma 9 says that an augmenting path can be used to build an assignment
that can even decrease the maximum degree if pik is the only vertex such that
dA(pik) = D(A). In fact, a stronger property holds true: if there is no augment-
ing path, then the assignment has a minimum maximum degree. This result is
formalized in Theorem 11.

Theorem 11. Let G = (P, T,E) be a bipartite graph, let A be an assignment
of G. If there is no augmenting path according to A, then A has a minimum
maximum degree.

We will rely on the following lemmas to prove Theorem 11.

Lemma 12. (Berge’s Lemma [25]) Let G = (P, T,E) be a bipartite graph and
M be a matching of G. M is maximal if and only if there no alternating path
x = (pi1 , tj1 , . . . , tjk−1

) such that there is no edge from pi1 and from tjk−1
in M .

Lemma 13. Let A and A′ be two assignments of a same bipartite graph G =
(P, T,E). If there exists pi such that dA(pi) > dA′(pi), then there exists an
alternating path x = (pd, . . . , pf ) according to A such that dA(pd) < dA′(pd) and
pf is the vertex verifying dA(pf ) > dA′(pf ) with the largest degree.

Proof. To prove above lemma, we need a more general definition of a replicated
graph. Instead to replicate each vertex of P m times, we replicate pi mpi times
(the number or replication can be different from a vertex to another). In this
case, Lemma 7 can be adapted: let G = (P, T,E) be a bipartite graph with
|T | = n and (mi)1≤i≤p be a set of integers. Then, there exists an assignment A
with, for all pi ∈ P , dA(pi) ≤ mi if and only if there exists a matching of size n
in the replicated graph of G where each pi is replicated mi times.

Let now A and A′ be two assignments of a bipartite graph G such that ∃pi
that fulfills dA(pi) > dA′(pi). Let pf be the vertex satisfying dA(pf ) > dA′(pf )
with the largest degree. Let us consider the graphG′ that is a replicated graph of
G where pf is replicated dA(pf )− 1 times and where pi ∈ P \ {pf} is replicated
max(dA(pi), dA′(pi)). Let t ∈ T be such that (pf , t) ∈ A. Thanks to the
modified version of Lemma 7, we can define a matching M ′ of G′ of size |T | and
a matching M of size T associated to the partial assignment A \ (pf , t).

M is not a matching of maximum size since M ′ is larger. Therefore, ac-
cording to Lemma 12, there exists an alternating path x = (pi1 , tj1 , . . . , tjk−1

)
such that there is no edge from pi1 and from tjk−1

in M . The only possible
free vertex from T is t, thus this alternating path must fulfill x = (pkdd , . . . , t).
In addition, to have a free replicate in G′ according to M , pd must fulfill
dA(pd) < max(dA(pd), dA′(pd)) and therefore dA(pd) < dA′(pd).

We then easily check that the path (pd, . . . , t, pf ) is an alternating path and,
as dA(pd) < dA′(pd), thus claimed result.

Lemma 14. Let G = (P, T,E) be a bipartite graph and let A,A′ be two assign-
ments of G. Therefore there exist finite sequences of assignments (Ak)k≤l and
paths (xk)k≤l−1 (l is the length of the sequence) such that

• A0 = A
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• ∀pi ∈ P, dAl
(pi) = dA′(pi)

• ∀k ≤ l, xk is alternating according to Ak and Ak+1 = Ak ⊗ xk

• If xk = (pdk , . . . , pfk), then dAk
(pdk) < dA′(pdk) and dAk

(pfk) > dA′(pfk)
and pf is the greatest such pi.

• ∀pi ∈ P , the sequence (|dAk
(pi)− dA′(pi)|)k≤l is decreasing.

Proof. Let us suppose that these sequences have been built until rank k. If
∀pi ∈ P, dAk

(pi) = dA′(pi), then sequences are built. Else, according to
Lemma 13, there exists an alternating path xk = (pdk , . . . , pdf ) such that
dAk

(pdk) < dA′(pdk) and pf is the vertex with the larger degree verifying
dAk

(pfk) > dA′(pfk). Let us define Ak+1 = Ak ⊗ xk.
Let us prove that sequences are finite. Let us consider the sequence (uk)k∈N

defined by uk =
∑
pi∈P
|dAk

(pi)− dA′(pi)|.

uk+1 =
∑
pi∈P
|dAk+1

(pi)− dA′(pi)|

=
∑

pi∈P\{pdk ,pfk}

|dAk+1
(pi)− dA′(pi)|+ |dAk+1

(pdk)− dA′(pdk)|+ |dAk+1
(pfk)− dA′(pfk)|

=
∑

pi∈P\{pdk ,pfk}

|dAk
(pi)− dA′(pi)|+ |dAk

(pdk) + 1− dA′(pdk)|+ |dAk
(pfk)− 1− dA′(pfk)|

=
∑

pi∈P\{pdk ,pfk}

|dAk
(pi)− dA′(pi)|+ |dAk

(pdk)− dA′(pdk)| − 1 + |dAk
(pfk)− dA′(pfk)| − 1

= uk − 2

Therefore there exists an index l such that ul = 0 and hence ∀pi ∈ P, dAl
(pi) =

dA′(pi) and the sequences are finite. Note that similar calculations prove that
(|dAk

(pi)− dA′(pi)|)k≤l is decreasing for all pi.

With Lemma 14, we can now prove Theorem 11. Let G = (P, T,E) be a
bipartite graph and let A be an assignment ofG. Let us suppose that A has not a
minimum maximum degree. Therefore, there exists A′ such thatD(A′) < D(A).

Thank to Lemma 14, we know that there are finite sequences of assignments
(Ak)k≤l and paths (xk)k<l such that

• A0 = A,

• Al = A′,

• ∀pi ∈ P, dAl
(pi) = dA′(pi),

• ∀k < m, xk is alternating and Ak+1 = Ak ⊗ xk.
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In particular D(A0) > D(Al). Therefore, there exists k0 such that D(Ak0) >
D(Ak0+1) = D(Ak0 ⊗ xk0). Let xk0 = (pdk0

, . . . , pfk0
). Since xk0 is alternating

• dAk0
⊗xk0

(pdk0
) = dAk0

(pdk0
) + 1,

• dAk0
⊗xk0

(pfk0
) = dAk0

(pfk0
)− 1,

• ∀pi ∈ P \ {pdk0
, pfk0

}, dAk0
⊗xk0

(pi) = dAk0
(pi).

Yet, D(Ak0) > D(Ak0 ⊗ xk0) and, since this is the only one with decreasing
degree, D(Ak0) = dAk0

(pfk0
). Moreover,

dAk0
(pdk0

) + 1 = dAk0
⊗xk0

(pdk0
),

dAk0
(pdk0

) + 1 ≤ D(Ak0 ⊗ xk0),

dAk0
(pdk0

) + 1 < D(Ak0),

dAk0
(pdk0

) + 1 < dAk0
(pfk0

).

Therefore, xk0 is augmenting, D(Ak0) = dAk0
(pfk0

) and dAk0
(pdk0

) < dA′(pdk0
)

.
We have proved if there exists an index k0 such that D(Ak0) > D(A′), there

exists an augmenting path according to Ak0 with some additional properties.
Let us define k0 as the smallest k such that D(Ak) > D(A′). There exists an
augmenting path x = (pd, . . . , pf ) according to Ak (and that augmenting path
could differ from xk) and such that dAk

(pf ) = D(Ak) and dAk0
(pd) < dA′(pd).

Let us try to prove that k0 = 0 in order to reach a contradiction.
Let x = (pd, . . . , pf ) be such an augmenting path in Ak0 D(Ak0) > D(A′).
First, let us note that D(Ak0−1) ≥ D(Ak0) > D(A′). Indeed, for all pi 6=

pdk0−1
, dAk0−1

(pi) ≥ dAk0
(pi).

Second, let us assume that x and xk0−1 are disjoint. In this case, dAk0−1
(pd) =

dAk0
(pd) < dA′(pd) and dAk0−1

(pf ) = dAk0
(pf ) = D(Ak0) ≤ D(Ak0−1). If

D(Ak0) = D(Ak0−1). Then, x is a valid augmenting path and dAk0−1
(pf ) =

D(Ak0−1). Otherwise, D(Ak0−1) = dAk0−1
(pfk0−1

) (D(Ak0−1) > D(Ak0) >
D(A′) and thus, there exists at least one pi such that dAk0−1

(pi) > dA′(pi) and
by construction this is also the case for pfk0−1

), so that

dAk0−1
(pdk0−1

) + 1 = dAk0
(pdk0−1

) ≤ D(Ak0) < dAk0−1
(pfk0−1

).

Hence, xk0−1 is an augmenting path with D(Ak0−1) = dAk0−1
(pfk0−1

) and
dAk0−1

(pdk0−1
) < dA′(pdk0−1

) by construction. Thus x and xk0−1 are not disjoint
since otherwise, we would reach a contradiction with the definition of k0.

Therefore, we know that x and xk0−1 are not disjoint. Let vi and vj be two
vertices of G such that

• vi is the first vertex in x to be in xk0−1,

• vj is the last vertex in x to be in xk0−1.
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Let us suppose that vi is before vj in xk0−1. Then, (pd, . . . , vi, . . . , vj , . . . , pf ) is
a valid alternating path in Ak0−1. Because (|dAk

(pi) − dA′(pi)|)k≤l is decreas-
ing, dAk0−1

(pd) ≤ dAk0
(pd) < dA′(pd). Similarly dAk0−1

(pf ) ≥ dAk0
(pf ) and

thus dAk0−1
(pd) + 1 < dAk0−1

(pf ) and (pd, . . . , vi, . . . , vj , . . . , pf ) is augmenting.
If D(Ak0−1) = D(Ak0), then we reach a contradiction with the definition of
k0. Otherwise we know that D(Ak0−1) = dAk0−1

(pfk0−1
) and can prove that

(pd, . . . , vi, . . . , vj , . . . , pfk0−1
) is an augmenting path with all the properties we

want, thus another contradiction.
Finally, we prove that vi is after vj in xk0−1. Therefore, y = (pdk0

, . . . , vj , . . . , pf )
is an alternating path according to Ak0−1. As previously, dAk0−1

(pdk0
) <

dA′(pdk0
) ≤ D(A′). Thus dAk0−1

(pdk0
) + 1 ≤ D(A′). Similarly, D(A′) <

D(Ak0) = dAk0
(pf ) ≤ dAk0−1

(pf ). Thus, y is augmenting and if D(Ak0−1) =
D(Ak0), then we reach a contradiction with the definition of k0. Otherwise, we
consider y′ = (pd, . . . , vi, . . . , pfk0

) and reach a similar contradiction.
Hence, we prove that, in any case, k0 > 0 implies the existence of an aug-

menting path according to Ak0−1 with all desired properties. Therefore, k0 = 0
and there is an augmenting path according to A0 = A, what achieves the proof
of the theorem.

�

Based on Theorem 11, we can build an algorithm to find an assignment with
minimum maximum degree as follows.

Algorithm 4: FindAssignment(G)
Input: A bipartite graph G = (P, T,E)
Output: An assignment A of G of minimum maximal degree
A = ∅ ;
foreach tj ∈ T do

Choose a random pi such that (pi, tj) ∈ E and add this edge to A;

while there exists an augmenting path according to A do
Compute an augmenting path x according to A;
A← A⊗ x ;

return A

To prove the termination of Algorithm 4, let us consider
∑
dA(pi)

2. If
x = (pd, . . . , pf ) is an augmenting path, then∑

dA⊗x(pi)
2 −

∑
dA(pi)

2 = (dA(pd) + 1)2 + (dA(pf )− 1)2

− dA(pd)
2 − dA(pf )2

= 2(dA(pd) + 1− dA(pf )) < 0

Therefore,
∑
dA(pi)

2 is decreasing during the execution of Algorithm 4.
Since this value is bounded (trivially by 0), there is an instant where there
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no longer exists an augmenting path and Algorithm 4 terminates, returning
an assignment with minimum maximum degree, what solves MinMakespan
problem.

Note that we can adapt all these results to prove that if there is no aug-
menting path, the assignment also achieves an optimal total load imbalance,
thus providing an optimal solution for MinComm as stated in the following
theorem.

Theorem 15. Let G = (P, T,E) be a bipartite graph, let A be an assignment of
G. If there is no augmenting path according to A then A has a minimum total
load imbalance.

Lemma 16. Let G = (P, T,E) be a bipartite graph and A be an assignment of
G. Let x = (pd, . . . , pf ) be an alternating path according to A. Then,

• if dA(pd) <
⌈
|T |
|P |

⌉
< dA(pf ) hence Imb(A⊗ x) = Imb(A)− 1,

• if dA(pd) >
⌈
|T |
|P |

⌉
> dA(pf ) hence Imb(A⊗ x) = Imb(A) + 1,

• otherwise Imb(A⊗ x) = Imb(A).

Lemma 16 can be proved using Lemma 9. Note that an alternating path
x = (pd, . . . , pf ) such that dA(pd) <

⌈
|T |
|P |

⌉
< dA(pf ) is an augmenting path.

Let us now prove Theorem 15. Let G = (P, T,E) be a bipartite graph
and let A be an assignment of G. Let us suppose that A has not an optimal
total load imbalance. In this case, there exists an assignment A′ such that
Imb(A) > Imb(A′). Thanks to Lemma 14, we can build two finite sequences
(Ak)k≤l and (xk)k≤l−1 such that

• A0 = A,

• Al = A′,

• ∀pi ∈ P, dAl
(pi) = dA′(pi),

• ∀k < m, xk is alternating and Ak+1 = Ak ⊗ xk.

In particular Imb(A0) > Imb(Al). Therefore, there exists k0 such that Imb(Ak0) >
Imb(Ak0+1) = Imb(Ak0 ⊗ xk0). Let xk0 = (pdk0

, . . . , pfk0
), then, thanks to

Lemma 16, dAk0
(pdk0

) <
⌈
|T |
|P |

⌉
< dAk0

(pfk0
). Moreover, by construction of the

sequences, dAk0
(pfk0

) > dA′(pfk0
).

Thus, we have proven that there exists k0 such that x = (pd, . . . , pf ) is an
alternating path according to Ak0 and such that dAk0

(pd) <
⌈
|T |
|P |

⌉
< dAk0

(pf )

and dAk0
(pf ) > dA′(pf ). Let k0 be the smallest k such that there exists such a

path according to Ak (not necessarily xk). In order to prove that k0 = 0, let us
assume by contradiction that k0 > 0.
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Let x = (pd, . . . , pf ) be an alternating path according to Ak0 such that
dA(pd) <

⌈
|T |
|P |

⌉
< dA(pf ) and dAk0

(pf ) > dA′(pf ).
Let us suppose that x and xk0−1 are disjoint. In this case, x is a valid alter-

nating path according toAk0−1, dAk0−1
(pd) = dAk0

(pd) <
⌈
|T |
|P |

⌉
and dAk0−1

(pf ) =

dAk0
(pf ) >

⌈
|T |
|P |

⌉
. Thus, we reach a contradiction with the definition of k0.

Let us assume that x and xk0−1 are not disjoint. In this case, let us define
vi and vj such that

• vi is the first vertex in x to be in xk0−1,

• vj is the last vertex in x to be in xk0−1.

If vi is before vj in xk0−1, then (pd, . . . , vi, . . . , vj , . . . pf ) is a valid alternating
path according to Ak0−1. Furthermore, if vi 6= pd, pd is not in xk0−1 and
dAk0−1

(pd) = dAk0
(pd) <

⌈
|T |
|P |

⌉
. Otherwise, dAk0−1

(pd) = dAk0
(pd)− 1 <

⌈
|T |
|P |

⌉
.

Thus, in all cases dAk0−1
(pd) <

⌈
|T |
|P |

⌉
and similarly, we prove that

⌈
|T |
|P |

⌉
<

dAk0−1
(pf ) and reach a contradiction with the definition of k0.

Therefore, vj is before vi in xk0−1. Let us consider the path y = (pd, . . . , vi, . . . , pfk0−1
),

that is a valid alternating path according to Ak0−1. As previously, dAk0−1
(pd) <⌈

|T |
|P |

⌉
. In addition, dA′(pf ) < dAk0

(pf ) ≤ dAk0−1
(pf ) by assumption and be-

cause (|dAk
(pi)− dA′(pi)|)k≤l is decreasing. Thus, by construction of the pfk ’s,

dAk0−1
(pf ) ≤ dAk0−1

(pfk0−1
). Therefore,

⌈
|T |
|P |

⌉
< dAk0−1

(pfk0−1
) and y is an al-

ternating path with all desired properties. Therefore, we reach a contradiction
with the definition of k0.

Hence, we prove by contradiction that k0 = 0 and thus that there ex-
ists an alternating path x = (pd, . . . , pf ) according to A such that dA(pd) <⌈
|T |
|P |

⌉
< dA(pf ). Therefore, there exists an augmenting path according to A,

what achieves the proof of Theorem 15 by contraposition.

�

5 Performance Analysis of Optimal Allocations

In Section 3, we have shown how the performance of the greedy algorithm could
be analyzed using Balls into Bins results and we have proposed in Section 4
a new algorithm FindAssignment that computes efficiently the optimal assign-
ment, given an initial randomized distribution of data chunks similar to what
is achieved by HDFS. In this section, we aim at analyzing the performance of
FindAssignment. More specifically, we aim at proving that the maximum de-
gree of FindAssignment is with high probability only a few units above the lower
bound dn/pe. We call perfect an assignment that reaches the dn/pe bound, and
quasi-perfect an assignment whose maximum degree is dn/pe + 1. Note that
FindAssignment is a deterministic algorithm that computes the assignment of
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minimal maximum degree and that (i) randomness comes only from the initial
chunk distribution and (ii) dn/pe is an absolute bound that does not depend of
the quality of the distribution. Therefore, the results in this section show that
a small replication (2 is enough in general) is enough to enable the existence of
matchings with very small makespan.

In what follows, we mostly rely on [13] for the analysis techniques and we use
some results on bipartite graph’s matching from the literature. In fact, thanks
to Lemma 7, we can use a well-known result on matching on bipartite graph.

Theorem 17 (Hall’s Theorem [26]). Let G = (P, T,E) be a bipartite graph.
There exists a perfect matching (of cardinal min(|P |, |T |)) of G if and only if
for all subset T ′ of T , its neighborhood P ′ verifies |P ′| ≥ |T ′|.

Based on Theorem 17 we can prove the following lemma.

Lemma 18. Let G = (P, T,E) be a bipartite graph. There exists an assignment
of G of maximum degree m if and only if for all subset T ′ of T , its neighborhood
P ′ satisfies m|P ′| ≥ |T ′|.

Proof. Let T ′ be a subset of T and let vG(T ′) be its neighborhood in G. By
construction of Gm = (Pm, T, Em), |vGm(T ′)| = m|vG(T ′)|. In addition, thank
to Lemma 7, there exists an assignment of G of maximum degreem if and only if
there is a perfect matching of Gm, that is equivalent (Theorem 17) to ∀T ′ ⊆ T ,
|T ′| ≤ |vGm(T ′)| = m|vG(T ′)|.

5.1 Probability of Existence of a Quasi-Perfect Assignment
In what follows, we use Lemma 18 to analyze the probability that there exists
such an assignment of maximum degree m with a random initial distribution of
the data chunks. Let tj be a task of T and let P ′ be a subset of P of cardinal

q. The probability that the entire neighborhood of tj is included in P ′ is (q
r)

(p
r)
,

this is simply a draw without replacement.
Let XP ′ be the random variable that gives the number of tasks whose neigh-

borhood is included in P ′. XP ′ conforms to a binomial law of parameter n

(the number of tasks) and (q
r)

(p
r)

(the probability that a task has its neighborhood

included in P ′) with q the cardinal of P ′. Therefore,

Pr(XP ′ = k) =

(
n

k

)((q
r

)(
p
r

))k(1−
(
q
r

)(
p
r

))n−k .
Let Yq,k be the number of subset of P of size q such that exactly k element

of T have their neighborhood included in this subset. Formally,

Yq,k =
∑
P ′⊆P
|P ′|=q

1XP ′=k
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where 1XP ′=k is the random variable which is equal to 1 when XP ′ = k and
to 0 otherwise. Therefore E(1XP ′=k) = Pr(XP ′ = k) and thus, by linearity of
expectation,

E(Yq,k) = E

∑
P ′⊆P
|P ′|=q

1XP ′=k


=
∑
P ′⊆P
|P ′|=q

E(1XP ′=k)

=
∑
P ′⊆P
|P ′|=q

Pr(XP ′ = k)

=
∑
P ′⊆P
|P ′|=q

(
n

k

)((q
r

)(
p
r

))k(1−
(
q
r

)(
p
r

))n−k

=

(
p

q

)(
n

k

)((q
r

)(
p
r

))k(1−
(
q
r

)(
p
r

))n−k .
Lemma 18 states that there exists an assignment of maximal degree m if

and only if, for all subset T ′ of T , m|P ′| ≥ |T ′|, where P ′ is the neighborhood
of T ′. Therefore, there is no such assignment if and only if there exists T ′ and
its neighborhood P ′ such that m|P ′| < |T ′| and therefore if and only if there
exists (q, i), with q ∈ [0, p], i ∈ N∗, such that Yq,mq+i ≥ 1.

Note that event (Yq,mq+m+i ≥ 1) is included in event (Yq+1,m(q+1)+i ≥ 1).
Indeed, if there is a set of q processors that contains the entire neighborhood
of mq + m + i tasks, then there is also a set of q + 1 processors that contains
this neighborhood (obtained by adding any processor that is not already in the
subset) and thus Yq,mq+m+i ≥ 1 implies Yq+1,m(q+1)+i ≥ 1. And, at contrary,
Yq+1,m(q+1)+i = 0 implies Yq,mq+m+i = 0. Therefore, we can consider the
events (Yq,mq+i ≥ 1) with i ∈ [1,m] only. Let us define the random variable

Z =
p∑
q=0

m∑
i=1

Yq,mq+i. If Z = 0, then Yq,mq+i = 0 for all (q, i) and there exists an

assignment of maximum degree m. Otherwise, if Z ≥ 1 there exists a (q, i) such
that Yq,mq+i ≥ 1 and then there is no assignment of maximum degree m.

Using to Markov inequality, we have

5.2 Existence of quasi-perfect assignment in the case n = p

For the particular case of a regular bipartite graph where n = p, a quasi-perfect
assignment has size 2, and we prove in Theorem 19 that the probability of
non-existence of assignment of size 2 is asymptotically 0.



5 Performance Analysis of Optimal Allocations 22

Pr(Z ≥ 1) ≤ E(Z)
1

≤
p∑
q=0

m∑
i=1

Yq,mq+i

≤
p∑
q=0

m∑
i=1

(
p
q

)(
n

mq+i

)
×
(

(q
r)

(p
r)

)mq+i(
1− (q

r)
(p
r)

)n−mq−i
.

Theorem 19. With the previous notations and with n = p, m = 2 and r ≥ 2:

Pr(Z ≥ 1) = O

(
1

p

)
.

We first recall the bound on Pr(Z ≥ 1):

Pr(Z ≥ 1) ≤
p∑
q=0

m∑
i=1

Yq,mq+i

with

Yq,mq+i =

(
p

q

)(
n

mq + i

)((q
r

)(
p
r

))mq+i(1−
(
q
r

)(
p
r

))n−mq−i .
Proof. First, note that((

q
r

)(
p
r

))mq+i(1−
(
q
r

)(
p
r

))n−mq−i ≤ (q
p

)r(mq+i)(
1−

(
q

p

)r)n−mq−i
.

The intuition is that a drawing with replacement, the right case, produces
a graph with inferior degree than a drawing without replacement, the left case,
and so a higher probability of non-existence of an assignment of maximum degree
m. Therefore:

E(Yq,mq+i) ≤
(
p

q

)(
n

mq + i

)(
q

p

)r(mq+i)(
1−

(
q

p

)r)n−mq−i
We now suppose that n = p, m = 2 and r = 2 (Z decreased with the

increasing of r). Therefore,

Pr(Z ≥ 1) ≤
p∑
q=0

Yq,2q+1 + Yq,2q+2

with

E(Yq,2q+i) =

(
p

q

)(
p

2q + i

)(
q

p

)4q+2i
(

1−
(
q

p

)2
)p−2q−i

.
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A first important remark is that
(

p
2q+1

)
=
(

p
2q+2

)
= 0 for q > p

2 . Therefore,
in this case Yq,2q+1 = 0 and Yq,2q+2 = 0. Furthermore Y0,k = 0. Hence:

Pr(Z ≥ 1) ≤

p
2∑

q=1

E(Yq,2q+1) + E(Yq,2q+2).

In addition,

E(Yq,2q+2) =

(
p

q

)(
p

2q + 2

)(
q

p

)4q+4
(

1−
(
q

p

)2
)p−2q−2

=

(
p

q

)(
p

2q + 1

)
p− 2q − 1

2q + 2

(
q

p

)4q+2(
q

p

)2
(

1−
(
q

p

)2
)p−2q−1(

p2 − q2

p2

)−1
= E(Yq,2q+1)

p− 2q − 1

2q + 2

(
q

p

)2
p2

p2 − q2

= E(Y q, 2q + 1)
p− 2q − 1

p− q
q

2q + 2

q

p+ q
.

Note that q
2q+2 < 1

2 and, as p ≥ q, q
p+q ≤

1
2 . In addition, x 7→ p−2x−1

p−x is a
decreasing function on

[
0, p2

]
. Therefore p−2q−1

p−q ≤ p−1
p < 1. Therefore,

E(Yq,2q+2) <
E(Yq,2q+1)

4
.

From this bound on E(Yq,2q+2) we can obtain

Pr(Z ≥ 1) =

p
2∑

q=1

E(Yq,2q+1) + E(Yq,2q+2)

<
5

4

p
2∑

q=1

E(Yq,2q+1)

<
5

4

p
2∑

q=1

(
p

q

)(
p

2q + 1

)(
q

p

)4q+2
(

1−
(
q

p

)2
)p−2q−1

<
5

4

p
2∑

q=1

(
p

q

)(
p

2q + 1

)(
q

p

)4q+2

<
5

4

p
2∑

q=1

uq

with uq =
(
p
q

)(
p

2q+1

) (
q
p

)4q+2

.



5 Performance Analysis of Optimal Allocations 24

Let us now study the sequence (uq)q∈N∗ . First,

uq+1 =

(
p

q + 1

)(
p

2q + 3

)(
q + 1

p

)4q+6

=

(
p

q

)
p− q
q + 1

(
p

2q + 1

)
(p− 2q − 1)(p− 2q − 2)

(2q + 2)(2q + 3)

(
q

p

)4q+2(
q + 1

q

)4q+2(
q + 1

p

)4

= uq
p− q
q + 1

(p− 2q − 1)(p− 2q − 2)

(2q + 2)(2q + 3)

(
q + 1

q

)4q+2(
q + 1

p

)4

< uq
p− q
q + 1

(
p− 2q

2q + 2

)2(
q + 1

q

)4q+2(
q + 1

p

)4

< uq
p− q
p

q + 1

q + 1

(
p− 2q

p

)2(
q + 1

2q + 2

)2(
q + 1

q

)4q+2(
q + 1

p

)
< uq

(
1− q

p

)(
1− 2

q

p

)2
1

4

q

p

(
q + 1

q

)4q+3

The function x 7→ x(1− x)(1− 2x)2 is ≤ 1
16 on [0, 1]. Therefore:

uq+1

uq
<

1

64

(
q + 1

q

)4q+3

.

Yet, lim
q→+∞

(
q+1
q

)4q+3

= e4 < 64. Then, there exist q0, independent of p,

such that uq is decreasing from q0. Furthermore,

uq+1

uq
<

1

4

q

p
max
q∈N∗

((
q + 1

q

)4q+3
)

=
1

4

q

p
27 = 32

q

p
.

Thus, if pq ≥ 32, uq is decreasing. Therefore, by choosing p large enough to
fulfill p ≥ 32q0, then ∀q ≤ q0, (uq)q∈N∗ is decreasing. Thus, for p ≥ 32q0 uq is a
decreasing sequence. We can conclude

Pr(Z ≥ 1) <
5

4

p/2∑
q=1

uq

<
5

4

p/2∑
q=1

u1

<
5

4

p/2∑
q=1

(
p

1

)(
p

3

)(
1

p

)6

<
5

4

p

2
p
p(p− 1)(p− 2)

6

(
1

p

)6
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<
5

4

p

2
p
p3

6

(
1

p

)6

<
5

48p
= O

(
1

p

)

In general case, we rely on a numerical evaluation of this probability. For
r ≥ 2 and m =

⌈
n
p

⌉
+ 1 (the generalization of the result of Theorem 19), this

probability is very small, around 10−4 for r = 2, and decreases with n (see
Figure 4). Note that the probability is even lower with r and for r = 3 the
probability is smaller than 10−8. Therefore, there exists with high probability
a quasi-perfect assignment, whose maximum degree is equal to n

p + 1. This is a
significant improvement from the previous np +Θ (log log n)+O(1) derived using
balls-into-bins analysis for the greedy scheduler. Note that a maximum degree
equal to n

p + 1 allows us to bound the total load imbalance by p
2 .
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Fig. 4: max
p∈[1,n]

Pr(Z ≥ 1) in function of n (with logarithm scale on y-axis).

6 Simulations Results

In this section, we perform simulations to evaluate the practical improvement
of the proposed strategy based on matchings over the classical greedy scheduler.
Indeed, the theoretical analysis provided in Section 5 is limited to homogeneous
tasks and our aim is to assess the efficiency of proposed algorithm in practice,
where tasks exhibit some heterogeneity. In this section we set the number of
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replication of input files to r = 3, the default value commonly used in MapRe-
duce.

6.1 Makespan
In this section, we concentrate on the MinMakespan problem. We compare
the four following strategies,

• Greedy: the purely dynamic scheduler inspired from MapReduce: each
requesting processor is allocated a local task, if any,

• Assignment: a purely static strategy where an optimal assignment dictates
on which processor tasks must be processed,

• Hybrid: an hybrid strategy that mixed the previous two: processors first
follows the static assignment, and then switch to the Greedy strategy if
there remains local tasks to process,

• DynamicAssignment: an adapting strategy which recomputes an optimal
assignment at the termination of each task (using augmenting paths).
This new assignment is used to choose the next task to perform on this
processor

on tasks whose processing times follow three different distributions

• Homogeneous: all tasks have the same homogeneous duration,

• Uniform-x: all tasks have a duration y×Mean where y is chosen uniformly
at random in [1− x, 1 + x],

• Bi-Modal-x: all tasks have the same duration except 1/20 of them whose
duration is x times the average duration (x > 1).

Note that the second distribution models a small variance in task processing
time, while the third one models homogeneous tasks with stragglers, i.e., a small
fraction of tasks which perform poorly.

We simulate a homogeneous platforms with p = 25, 50, 75, 100 processors and
n = 1, 5, 10, 20 × p tasks. For each scenario, 250 simulations were performed,
and results are depicted using classical box-plots. The metric of choice is the
normalized makespan obtained by the different strategies, i.e. the sequential
time divided by the number of processors.

Let us first concentrate on the results for tasks from Homogeneous, depicted
in Figure 5. First, variance is always very small. The results mostly depend on
the value n

p , rather than of intrinsic values of p and n. In Section 5, we have
shown that the makespan of the optimal matching is, with high probability,
≤ n

p +1. Therefore, when n
p increases, the relative the quality of the normalized

makespan of matching-based strategies increase and is near optimal. We can
also observe that Greedy has a significant overhead when n > p.
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Fig. 5: Normalized Makespan for tasks of type Homogeneous.

For Uniform and Bi-Modal distributions, results are depicted on Figures 6(a)
and 6(b). For Uniform distributions, Hybrid and DynamicAssignment (espe-
cially when the number of tasks increase) are the most efficient strategies. For
Bi-Modal distribution, Greedy, Hybrid and DynamicAssignment achieve similar
results for increasing value of np , but for small values, Hybrid is slightly better.
In this case, Assignment suffers from a purely static approach, as the optimal as-
signment does not lead to good load-balancing anymore. Thus, as soon as there
is some noticeable variance in the durations of the tasks, we cannot rely only
on the static allocation given by Assignment anymore, and the use of dynamic
strategies as Hybrid is necessary.
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(a) Normalized Makespan for tasks of
type Uniform.
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Fig. 6: Normalized Makespan for tasks of type Uniform and Bi-Modal.
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6.2 Communications
Let us now focus on the MinComm problem, and thus allow processor to pro-
cess non-local tasks so as to reach perfect load balancing, at the cost of some
communications. Above Greedy, Hybrid and DynamicAssignment strategies
are adapted as follows: the makespan-minimizing version is first used, and if
a processor is idle and has no more local tasks to process, it then randomly
steals a non-local tasks from the most loaded processor. In this section, we
compare the fractions of non-local tasks of the different strategies at the end of
the computation.
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Fig. 7: Percentage of non local tasks for tasks of type Homogeneous.
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(a) Percentage of moved tasks for tasks
of type Uniform.
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Fig. 8: Percentage of moved tasks for tasks of type Uniform and Bi-Modal.

Results for the Homogeneous (respectively Uniform and Bi-Modal) distri-
butions are presented in Figure 7 (respectively 8(a) and 8(b)). Note that if
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there are small differences, the ranking of the strategies is the same as with the
MinMakespan metric. This corroborates the link between maximum degree
and total load imbalance presented in Section 4. Note also that, like for the
makespan results, the value n

p seems more important than the intrinsic value
of n and p (see Figure 7, similar observations have been made for the others
distributions).

Therefore, according to these simulations with random task durations, it
appears that matching-based strategies are more efficient than purely dynamic
greedy strategies, even with non-homogeneous distributions. However, if Hy-
brid has only a (reasonable) pre-computation overhead compared to Greedy,
the situation is different for DynamicAssignment, whose execution overhead is
proportional to the number of edges (the cost of searching an augmenting path)
and therefore to the number of tasks. Therefore DynamicAssignment cannot to
be used for large number of tasks and for small number of tasks, it does not
outperform Hybrid.

6.3 Simulations on Traces
In this section, we use traces recording jobs during 10 months on a Hadoop
production cluster [27]. We selected in these traces all jobs that contain only
Map tasks (and more than 10 of them), and computed the duration of all their
tasks. These task distributions were used as an input for our simulation, using
50 different random task orders. Different task orders were used to minimize
the impact of significantly longer tasks and have a fair comparison between the
different strategies.

In order to minimize the computation time of the simulations we only run
Greedy and Hybrid (Assignment gives strictly worse result than Hybrid and the
computational time induced by DynamicAssignment is too large). We consider
a platform of 50 processors and consider the results when n ≥ p. We also limit
the number of tasks to 104. Note that on the considered platform, the difference
in results between a job of 10000 tasks and a job of 50000 tasks is negligible.
We then classify the different jobs depending on their number of tasks and their
normalized standard deviation (the standard deviation divided by the mean) of
the duration of the tasks.

We mainly focus on communication metric. We can make two main obser-
vations. First, for relatively small numbers of tasks (less than 500, i.e. 10 times
the number of processors), see Figure 9(a), the results of Hybrid are better than
those of Greedy. The difference between the strategies decreases when normal-
ized standard deviation increases but can be up to 5%. Hybrid performs much
better when the number of tasks is small and the difference is about 15% for
jobs with less than 100 tasks, see Figure 9(b).

Figure 10 reports the results for large number of tasks. Hybrid performs bet-
ter than Greedy for small standard deviations (more specifically, the results of
Hybrid are more stable than the ones of Greedy). When the variance increases,
Greedy becomes slightly more efficient. Note that, except for huge standard
deviations, both algorithms induce less than 5% of non-local tasks.
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Fig. 9: Percentage of non local tasks according to several values of normalized
standard deviation (NSD)

To conclude this section, we can observe that Hybrid is the most efficient for
small number of tasks, even when the standard deviation between the duration
of tasks is important. However, the difference decreases when n increases (and
p is kept constant, what correspond to an easier case) an Hybrid can even be
slightly outperformed by Greedy if, in addition, the variance becomes impor-
tant. For for the makespan metric, our simulations show that when the standard
deviation is large (larger than 0.5 times the mean) Hybrid and Greedy exhibit
the same performance. For smaller standard deviations, Hybrid is slightly bet-
ter, in particular when the number of tasks is close to the number of processors
(as in the case of communications, the difference between them decreases when
the number of tasks increases since the problem becomes easier), see Figure 11.

7 Conclusion

In this paper we consider the problem of data locality for map tasks in the
framework MapReduce. To do this, we do not modify the replication mech-
anism provided by the distributed filesystem, but concentrate on the runtime
strategies that aim to minimize the number of transferred data chunks. To
model this, we introduce two metrics, MinComm and MinMakespan. We an-
alyze the performance of the greedy scheduler used in Hadoop with respect to
optimal strategies, based on the computation of matchings. We provide a de-
tailed theoretical analysis of the expected performance of both algorithm, where
randomness comes from the initial randomized algorithm used to distribute the
chunks. We assert the efficiency of the matching-based approach by showing
that it achieves quasi optimal performance (np + 1 where the lower bound is n

p )
with high probability, with a mathematical proof in the case n = p and with
numerical analysis in the other cases. In addition, we provide simulation results
both of synthetic distributions and on actual Hadoop traces and we advocate
the use of an hybrid version. Perspectives of this work are two-fold. On the
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Fig. 10: Percentage of moved tasks for jobs with more than 500 tasks according
to several value of normalized standard deviation (NSD)

theoretical side, the extension of the proof to more general settings and the anal-
ysis for given distributions of task durations are of interest. On the practical
side, the design of more robust allocation strategies, in particular in presence of
stragglers, is needed.
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(a) Normalized Makespan for jobs with
normalized standard deviation inferior
to 0.5
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Fig. 11: Normalized Makespan according to several categories of number of tasks
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