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Abstract. In recent years, the ever increasing production of huge amounts of 

data has led the research community into trying to find new machine learning 

techniques in order to gain insight and discover hidden structures and correla-

tion among these data. Therefore, clustering has become one of the most widely 

used techniques for exploratory data analysis. In this sense, this paper is propos-

ing a new approach in hierarchical clustering; named HCuRMD, which im-

proves the overall complexity of the whole clustering process by using a more 

relative perspective in defining minimal distances among different objects. 
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Relative Minimal Distances. 

1 Introduction 

On the rise of the 21
st
 century, towards a new and emerging information society, the 

convergence of computers and telecommunication has led to a continuously, increas-

ing production and storage of huge amounts of data for almost any field of human 

engagement. It has been estimated that Google handles over four million different 

queries in every minute [1], while almost seventeen terabytes of data is produced 

every day only by the users of Facebook and Twitter [2] and CERN produces even 

more than that in every hour [3]. 

Hence, if data is the recorded facts of human evolvement, information is the rules 

that govern them and while society is depending on and looking earnestly in finding 

them, artificial intelligence is the answer in discovering them. Under these circum-

stances, clustering, as an integral part of machine learning and artificial intelligence, 

has become one of the most widely used exploratory tools, with applications ranging 

from statistics, computer science and biology to education, social sciences and psy-

chology. 

In general, clustering is called the process of grouping a set of   physical or ab-

stract objects               , based on their similarity, into     groups 

          , so as to      and                . However, a vital question 

remains: "how can researchers quantify the concept of similarity?" According to [4] 

similarity concepts cannot be easily determined accurately. And this is happening 
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because the whole process of clustering is not just a particular algorithm, but more a 

general problem of dispersions that needs a solution. Thus, researchers may use dif-

ferent models, in each of which can be proposed significantly different algorithms 

using alternate concepts of what constitutes a cluster and how this can be discovered 

effectively. 

In this sense, there are partitioning methods, the main representative of which is 

the very well-known K-Means algorithm [5], that are trying to divide a search space 

into K sub regions while minimizing the inter-cluster distance, density-based algo-

rithms such as DBSCAN [6] and OPTICS [7], that are searching for dense areas of a 

search space in order to create clusters, hierarchical or else connectivity-based cluster-

ing algorithms, that are using linkage criteria in order to bring together and merge 

different points or clusters, as well as more advanced techniques that are able to han-

dle large spatial databases, as shown in [8] and [9]. 

2 Hierarchical Clustering 

The clustering algorithms that belong to this corresponding category are seeking to 

build hierarchical, tree structures of nested clusters. Depending on the strategy they 

follow in order to achieve the desired result, these algorithms are divided into the 

following two sub-categories [10]: 

 Agglomerative or else Bottom-Up. 

 Divisive of else Top-Down. 

On the one hand, the first ones start their operation considering each of the distinct 

objects as a separate cluster (bottom) followed by a gradual at each step merging of 

one pair of them that meets some certain criteria, till there is only one cluster (up). On 

the contrary, the second ones start from one unique cluster that contains all given 

objects (top) and gradually divide it into smaller and smaller clusters till each object 

corresponds to a separate cluster (down). However, despite this core strategic differ-

ence, in both cases, such algorithms are always using a linkage criterion in order ei-

ther to decide which clusters will be combined or at which point an existing cluster 

will be divided. 

2.1 Linkage Criteria 

A linkage criterion determines the (dis)similarity between different clusters as a func-

tion of the distances of all pairs of objects within them. The most commonly used 

criteria are the Single-Linkage and the Complete-Linkage that can be described as 

follows. 

Single-Linkage Criterion: 

The dissimilarity (distance)      between two clusters   and  , with     and     

the corresponding objects that belong to them, is equal to: 



                               

, where        is a distance metric, such as Euclidean or Manhattan. 

 

Note. The corresponding algorithm that uses this criterion merges at each step this 

pair of clusters that has the minimum value among all possible pairs (Fig. 1). 

Complete Linkage Criterion: 

The dissimilarity      between two clusters   and   is calculated as the maximum 

distance among all possible pairs of objects (one per cluster): 

                               

Note. The corresponding algorithm merges at each step this pair of clusters that has 

the minimum value in the above criterion among all possible pairs (Fig. 1). 

 

Fig. 1. Single-Linkage Criterion (left) vs. Complete Linkage Criterion (right) 

Other Linkage-Criteria: 

Some other known, but not as frequently used linkage criteria are the followings [11]: 

 Mean or Average Linkage Criterion: 

     
 

      
        

      

      

 Minimum Energy Criterion: 

     
 

      
          

      

     

 
 

    
         

 
 

    
         

   

     

   

     

      



2.2 Time Complexity 

On the one hand, the time complexity of most agglomerative clustering algorithms is 

     , where n is the total number of the problem’s objects, which makes them too 

slow in analyzing large datasets. On the other hand the time complexity of most divi-

sive algorithms is      , which in fact is even worse than the previous one. In gen-

eral it has been shown that a hierarchical clustering algorithm can have         
    

time complexity, independently of the clustering distance function [8, 14]. However, 

there have been found agglomerative algorithms, such as the single-linkage SLINK 

algorithm [12] and the complete-linkage CLINK [13] that are able to achieve an op-

timal time complexity of       for some special cases of problems. 

3 Hierarchical Clustering using Relative Minimal Distances 

Given a set of   points                                      defined in    with Euclidian norm, 

where                         and   is the number of the problem’s variables, the goal 

of the HCuRMD algorithm is to create      clusters                so as to 

    ,      and                             , while improving the 

overall time complexity of the provided solution. 

In order to achieve the desired outcome, the algorithm firstly takes into account the 

following basic consideration: 

 Each cluster    is represented by its center                          , where     

is the mean of all observations     of objects        for the variable j: 

    
 

    
    

    

          

      

Subsequently and according to the above, the algorithm is described in the sections 

that follow. 

3.1 Rescaling the Data.  

Each variable represents a different feature of the given problem. The undesirable 

effect of different variables’ measurement units can be eliminated by rescaling the 

data and essentially compressing the observations of all variables in the range [0, 1]: 

     
       

 
    

 
 

   
 

         
 

     
                 

, where     corresponds to the column with all observations of the variable j.  



3.2 Calculating the Dissimilarity Matrix.  

At each iteration   a symmetric matrix   with dimensions       is created, where    

is the sum of the number of points that has not been used by the algorithm till this 

exact iteration plus the number of clusters that has been created, each of one is repre-

sented only by one point, its corresponding mean (Eq. 1). Therefore, each cell      

stores the square Euclidean distance between each possible pair of points          ,            : 

                 
 

 

   

                     

3.3 Finding Nearest Neighbors.  

For each distinct point or cluster, the nearest neighbor is determined, regarding either 

the nearest point or the nearest cluster’s center. More specifically, for each column   

of the table  , the algorithm finds the cell      with the smallest value greater than 

zero and stores the result in an auxiliary vector   , each cell      of which holds the 

index   of the corresponding cell      that is the nearest neighbor of the distinct point 

or cluster  : 

  
                      

 
                        

3.4 Pair Selection for Merging.  

Once the above discovery of the nearest neighbors of all existing points or clusters is 

completed, the next step is the selection of the most “appropriate" of them in order to 

be merged. However, what does the term “appropriate” mean? A pair of points is 

considered to be suitable for merging if the distance between its components is the 

"relatively" minimal one. But, what exactly does the term “relatively” mean? At this 

point, the algorithm proposes and uses a more relative perspective in defining mini-

mal distances among different objects, called “Relative Minimal Distance” that can be 

described as follows. 

Relative Distance:  

The distance between two objects (points or clusters), defined in any p-dimensional 

space, is not exclusively determined only by the distance metric that is used, but in 

fact it primarily depends on the surrounding environment in which the corresponding 

objects are located as well as by the nature of the observers themselves. 

For example, the distance between two objects could be considered as a small one 

in a sparse region of a search space, but at the same time this exact distance could in 

fact be too large in a dense region of the same search space. On the other hand, the 

distance between the Earth and the Moon can be held as a large one by a casual ob-



server, but in fact it is considered to be a very small one by an astrophysicist, who is 

looking for another "Earth" in the chaotic area of space. 

Relative Minimal Distance:  

In addition to the above description, the distance between two objects in a search 

space is considered to be minimal, if and only if each of these objects is nearest to the 

other one (1-1 nearest Neighbors), regardless of the actual distance between them that 

is measured by any of the existing distance metrics (Fig. 2). 

 

Fig. 2. Pairs of Nearest Neighbors according to “Relative Minimal Distances” distance metric 

Therefore, two points or clusters’ centers     are selected for merging if and only if 

each of them in Table    is carrying the other one as its nearest neighbor: 

                      

3.5 Repetition and Termination 

The above process (from the step 2) is repeated until a termination criterion is 

achieved. A termination criterion could be the depth of the constructed tree that the 

algorithm would stop or the number of the clusters that the user would like to be cre-

ated. 

4 Discussion 

Therefore and based on the above process a naturally extracted conclusion could be 

that using Relative Minimal Distances does not provide any advantage over existing 

techniques, as the ultimate shortest distances that are obtained in each iteration using 

some of the previously discussed linkage criteria are already included in the groups of 

the relative shortest distances that are obtained by the proposed methodology. 

However, this observation, as shown clearly in Fig. 2, does not have absolute pow-

er. Even if the final result could in certain cases be the same, the automatic determina-

tion of multiple starting points, by the use of relative minimum distances, it provides 

certain advantages in this process of a hierarchical clustering, which can be summa-

rized as follows: 

1. Indirect parallelization of the process of clustering. 



2. Better exploration and "reading" of space exploration and the structure of the prob-

lem. 

3. Reduction of the time complexity in solving a given problem. 

4. Ability to identify and address the endpoints. 

5. Improving the management ability and analysis of sparse or multidimensional 

search spaces. 

 

Fig. 3. Parallelization Process of Hierarchical Clustering using the "Relative Minimal Distance” 

Subsequently and according to the above parallelization process, the proposed 

technique completes the operation in only 6 iterations, which is way faster of the cor-

responding process by using a single-linkage hierarchical clustering algorithm that 

needs 17 repetitions. In particular, the single-linkage clustering algorithm merges only 

the pair of clusters with the shortest distance between all possible pairs each time, a 

process that requires at least n-1 iterations, where n is the initial number of objects till 

the completion. 

 On the contrary, the proposed clustering algorithm by using the concept of "rela-

tive minimum distances" needs in best case scenario       repetitions, if all pairs 

merge into each repetition and     repetitions in a single worst case scenario, where 

the     distances between the corresponding objects show a gradual , incremental 

voltage (Fig.4) 

 

Fig. 4. Example of Worst Case Scenario in using "Relative Minimal Distances" 



5 Conclusion and Evaluation 

This paper presents a smart method for hierarchical clustering, named HCuRMD, 

which, unlike classical hierarchical clustering algorithms, does not take into consider-

ation the actual Euclidean distances between all the pairs of objects, but instead con-

siders only the 1-1 neighborhood graph. In particular, HCuRMD takes into account 

the mutual kNN graph for k=1 and drops the actual distances between the different 

objects. This approach drops unnecessary complexity and makes the algorithm termi-

nate in fewer iterations (     ) in comparison to     iterations that classical hierar-

chical clustering methods need.  
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