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Is Extreme Learning Machine Effective for Multisource 
Friction Modeling? 

Jacek Kabziński 

Institute of Automatic Control, Lodz University of Technology 
jacek.kabzinski @p.lodz.pl 

Abstract. The aim of this contribution is to discuss suitability of extreme learning 
machine (ELM) approach for modeling multisource friction for motion control 
purposes. The specific features of multisource friction in mechatronic systems 
are defined, the main aspects of friction modeling by a standard ELM are inves-
tigated and some modifications are proposed to make it more suitable for specific 
demands of the discussed task. This allows to formulate some general remarks 
concerning properties of ELM for function approximation. 
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1 Introduction 

Extreme Learning Machine (ELM) is relatively new neural modeling technique. It is 
intensively promoted by numerous researchers and attracts increasing attention for its 
fast and simple training algorithm. Several review papers [1,2,3] describe the basic 
form of ELM and discus characteristic features of the method. The range of possible 
applications of ELM covers as well regression and classification problems and learning 
schemes include batch processing and sequential on-line training. In this contribution 
we concentrate on function approximation problems with batch data processing ap-
proach. The authors of ELM stress that the network structure is simple, hidden neurons 
parameters are selected on random “without seeing the data” and remain constant, out-
put weights are calculated once for a batch of data, with the use of Moore-Penrose 
generalized inverse. Hence, without iterative tuning of parameters by back-propagation, 
ELM achieves very short learning times and, with sufficient number of neurons, suffi-
cient accuracy in terms or modeling RMSE. On the other hand, several publications 
report that ELM may: create ill-condition numerical problems [4], introduce overfitting, 
require too big number of neurons [2], that the influence of number of neurons and 
parameters of random weights selection on the resulting performance is unclear and 
requires analysis [5].  
Having in mind the “no free lunch” rule, i.e. remembering that it is impossible to find 
“the best” solution for all possible problems, we investigate the effectiveness of ELM 
modeling for a special problem -  friction (i.e. friction force or torque) modeling for 
motion control in mechatronic systems. This problem is important for applications, and 
it constitutes an interesting benchmark for modeling techniques. Although several 



memoryless models of friction as a function of relative speed of moving surfaces are 
available [6], parametrical identification of these models is difficult because of high 
nonlinearity. The problem becomes more complex if several sources of friction are pre-
sent in the plant, acting together against the motion. In this case the use of AI models 
is acceptable, and the control algorithms benefit from linear parameterization of such 
models [7]. In this contribution the main features of friction modeling by a standard  
ELM are investigated and some modifications are proposed to make it more suitable 
for specific demands of the discussed task.   

2 Multisource Friction Model 

The friction modeling and parametric identification is extremely complex if the drive 
system has to match friction forces from several sources. A simple example is a mover 
acting between two different surfaces. As a matter of fact the presence of several 
sources of friction is a typical situation. Usually friction is caused by a load machine, 
bearings, a motor, etc. Of course it is possible to use several different models of friction 
– one for each recognized source, but this will increase the number of parameters dras-
tically and will make the whole model too complicated. As all friction forces accumu-
late, working against the motion, it will be impossible to distinguish among the models 
and to identify all parameters. 
The multisource friction model may be defined as 

����� = � �	
� + �	� − 	
�����, �����
��� ������ + � ��

�
��� � (1) 

where S is the number of sources, v is the velocity between two surfaces in contact. For 
each source of friction 	
� is the Coulomb friction, the Stribeck effect is described by 	� and the Stribeck velocity is �, while �� denotes a coefficient of viscous friction 
[6]. The function ���, �� influences the shape of the characteristics. Several possibil-
ities were reported in the literature [6], for example 

���, �� = ��� ����� , ���, �� = ��|�|��  , ���, �� = �
�!|�|�"

. (2) 

The exact form of ���, �� is not justified theoretically and must be adjusted to the 
considered application. Generally, it represents the transient between the boundary lu-
brication and the hydrodynamic lubrication zones, it starts with 1 for � = 0 and disap-
pears for big �. 
The data collected to identify the friction model are obtained during some experiments, 
from available measurements, or from a proper observer output [8]. Let us denote the 
measured or estimated values of friction by �%����. The common features of the ob-
tained data are: 

• Changing parameters 	
� , 	�, ��  results in various shapes of the charac-teristics �����, but several values of parameters may lead to the same 



curve �����, so the identification of all parameters in �1� by any curve fitting method is impossible. 
• The data are subject to measurement or observation inaccuracies, that may be 

represented as a uniformly distributed noise. 
• It is possible to identify the resulting viscous friction coefficient � =∑ ������  from the steady-state data, collected for sufficiently big velocities, as ∆�� ≈ �∆� , although it is impossible to distinguish among �� . 
• The number of the data is limited. 
• It is possible to find reasonable bound for the biggest Stribeck velocity  maxC��D < �FGH. 

The benchmark problem considered here is obtained from the model (1) with parame-
ters given in table 1.  

Table 1. Parameters of 3-source friction model (SI units). 
 	
� 	� �� �� I = 1 4 8 0.01 2.5 I = 2 6 16 0.005 50 I = 3 5 20 0.02 5 

 
Measurement/estimation generates an uniform random noise in [-0.5, 0.5] N. The data 
are normalized to the range [0 1] by scaling factors LMNO , LPQ for the output and input 
respectively. As � = ∑ ������  is identified using linear regression for the data obtained 
from big speed motion and ���, ��� ≈ 0 for � > 3�FGH, the final model, obtained 

from the data S�TP , UP� = VLPQ�P , LMNO W �%���P� − ��PXY , Z = 1, … , \] will be 

��F��� = ^ LMNO _`a�LPQ���Z����� + ��            	bc |�| < 3�FGH  LMNO _`a�3LPQ�FGH��Z����� + ��    	bc |�| > 3�FGH . (3) 

where _`a�∙� stands for the Artificial Intelligence Model, that will be provided by 
EML or other methods. It is assumed that the Stribeck curve is symmetrical and mod-
eling for positive velocity allows to obtain a complete model, although generalization 
to nonsymmetrical characteristics is straightforward. \ =200 points are selected on random from �0, 3�FGH� and are used for training. 
The point W0, ���0�X, where ���0� is calculated as the mean of measurements for four 
smallest values of velocity, and W3�FGH , ���3�FGH�X are added to the learning dataset 
to obtain the model covering the velocity interval �0, 3�FGH�. The friction curves are 
plotted in fig. 1 and the normalized data �TP , UP� are presented in fig. 2. The testing 
dataset consists of another 200 points selected on random from �0, 3�FGH� 
RMSE is used to measure the training error eOfGPQ, or the test error eOgO 

eOfGPQ = h1\ � �_`a�TP� − UP�ij
P��  (4) 



Also so called “theoretical testing error”, compering the model with the exact function 
used to generate he data, is considered in simulations. It is calculated using \t=500 
values �� distributed equidistantly in �0, 3�FGH�  

ekOgO = h 1\U � W_`a�TP� − LMNO � ����P� − ��P�XijO
P��  (6) 

Fig.1 3-source friction. Fig. 2. The data collected for training and 
testing. 

3 Fuzzy Friction Modeling 

The fuzzy friction modeling technique was discussed in details in [8]. It is known that 
the careful initial model selection [7] enables to obtain accurate and relatively simple 
Takagi-Sugeno-Kang models, and the use of nonlinear consequences helps to improve 
the model performance [9]. Here fuzzy modeling is used only for comparison with EML 
models. The standard initialization technique implemented as genfis1 in Matlab fuzzy 
toolbox is used together with AFNFIS approach to model training [10]. The results 
obtained for different number of bell-shaped membership functions (MFs) are pre-
sented in fig. 2, 3. 

 
Fig. 3 Training and test errors versus no of 

bell-shaped membership functions 
Fig. 4 Overfitting, 12 bell-shaped member-

ship functions 
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Although the training error is decreasing with number of membership functions, the 
test error is increasing, starting from very moderate number of MFs. The overfitting is 
visible in fig. 2. Hence the lack of generalization is the most important drawback of 
fuzzy modeling. The choice of 4 membership functions seems reasonable, it makes the 
model to be linear subject to 8 parameters and nonlinear subject to 12 more, so 20 pa-
rameters are optimized. The performance of 4 membership functions model is presented 
in fig. 5,6,7. The obtained values of train, test and theoretical test errors are �ekOgO , eOgO , ekOgO� = �0.0224, 0.0241, 0.0075�. Similar results were obtained with 
other types of membership functions. For example the errors achieved with Gauss-type 
MFs are plotted in fig. 8.   
 

  
Fig. 5 Fuzzy model with 4 MFs and the 

trading data. 
Fig.6 Training and test errors versus no of 

Gaussian-type membership functions. 
 
 

 
Fig. 7 Bell-shaped MFs of the trained fuzzy 

model 
Fig.8 Training and test errors versus no of 

Gaussian-type membership functions 
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4 Standard EML Model 

ELM was originally proposed by Huang et al. [1] as a learning algorithm for the single-
hidden-layer neural network. The main concepts behind the ELM are that: (i) the 
weights and biases of the hidden nodes are generated randomly and are not adjusted 
and (ii) the output weights are determined analytically.   
The output function of ELM is of the form (for a one output case, T is the input variable, 
i.e. the normalized velocity in friction modeling problem):  

�opq�T� = � r�ℎ��T�q
���  (7) 

where M is a number of hidden neurons, ℎ�T� = �ℎ��T�, … , ℎF�T��k is the output vec-
tor of the hidden layer with respect to the input v, and r = �r�, … , rq�k is the vector 
of the output weights (between the hidden layer and the output node).  
Different activation functions (AFs) may be used in the hidden neurons. The most pop-
ular are: sigmoid, Gaussian, multiquadric, step, triangular and sine AFs. The sigmoid 
AF is:  

ℎ��T� = 11 + �Tt �−�u�T + v��� (8) 

where u�,  I = 1, . . a is the input weight of the k-th hidden neuron, v� is its bias.  
The parameters of hidden nodes u� and v�, are randomly generated according to any 
continuous probability distribution instead of being explicitly trained. That process is 
independent of the training data.  If 

S�TP , UP� = VLPQ�P , LMNO W �%���P� − ��PXY , Z = 1, … , \] (9) 

compose a set of learning data, the N-dimensional vector of model outputs �F is com-
pared with the target vector F, where 

�F = ��opq�T��, … , �opq�Tj��k ,   � = �U�, … , Uj�k  (10) 

As 

�F = wℎ����� ⋯ ℎq����⋮ ⋱ ⋮ℎ���j� ⋯ ℎq��j�{ w r�⋮rq
{ = |r (11) 

the output weights r� are found by minimizing the approximation error:  

e = ‖|r − �‖i (12) 
The optimal solution is:  



rM~O = |!� (13) 

where |! is the Moore–Penrose generalized inverse of matrix | .   
The standard configuration of ELM assumes sigmoid AFs with random parameters uni-
formly distributed in [-1,1]. This was used for the benchmark modeling.  
 

  
Fig. 9 Average training and test errors ver-

sus no of hidden neurons. 
Fig.10 Average norm of output weights and 

average �b���|k|� 
 
The model performance is demonstrated in fig. 9. Mean values from 20 runs are pre-
sented. As it is plotted in fig. 10, the output weights and the condition coefficient of 
matrix ||k became very big numbers. Therefore using more than few hidden neurons 
does not make any sense. The results obtained for 6 hidden neurons are presented in 
fig. 11. The achieved modeling errors are �eOfGPQ , eOgO , ekOgO� =�0.0232, 0.0233, 0.0072� and are comparable with the scores obtained by the fuzzy 
model. The generalization properties of standard ELM are much better – no overfitting 
with increasing number of neurons is observed. The noise corrupting the data set does 
not allow to decrease the modelling errors below the limits obtained with several hidden 
neurons, and from numerical point of view the model becomes ill-conditioned for big-
ger number of neurons.   
 

  
Fig. 11 Modeling with 6-neurons ELM Fig.12 Activation functions of 6-neurons 
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5 Improving ELM 

The ELM drawbacks described in the previous section motivate the search for modifi-
cations that will improve the modeling performance, i.e. the model accuracy, ability of 
generalization and the numerical stability. 
Activation functions 
The change of the activation function type from sigmoid to any other infinitely differ-
entiable function, with the same weights and biases selection procedure, will not im-
prove the model. The errors behave very similarly for different smooth AFs (fig. 13) 
and also �b���|k|� and �rM~O� remain at comparable levels. Of course the applica-
tion of AFs with a compact support, like membership functions used in fuzzy modeling 
will change the situation, making ELM to behave like a fuzzy model.  
 

 

 
Fig. 13 Average training and test errors ver-
sus no of hidden neurons for sigmoid, sinus 

and radial basis AFs. 

Fig.14 �b�� V�� ` + |k|Y as a function of 

number of neurons and regularization coeffi-
cient C 

 
Regularization 
The well-known remedy for numerical problems in ELM, caused by ill-conditioned set 
of linear equation, is regularization of the least-square problem [1]. Instead of minimiz-
ing (12) the weighted problem is considered, with the performance index: 

e� = ‖r‖i + �‖|r − �‖i (14) 
where C is a design parameter. The optimal solution is now [1]:  

r�M~O = �1� ` + |k|��� |k� (15) 

and decreasing C allows to improve the condition number of 
�� ` + |k|. Inevitably this 

will degrade the modelling accuracy, so a compromise is required. The proper choice 
of C depend on the problem structure and it is difficult to formulate general rules. In 
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the considered case (200 samples, sigmoid AFs) an exemplary plot of �b�� V�� ` +
|k|Y is presented in fig. 14. Unfortunately, if C provides acceptable condition coeffi-

cient, the accuracy of the model is too poor (fig. 15). Moreover the model instability 
(growing errors) is observed for N>50. Smaller values of C will stabilize the model but 
the modeling errors will be bigger. 
 

  
Fig. 15 Average training and test errors ver-
sus no of hidden neurons for C=105  and sig-

moid AFs. 

Fig.16 Average training and test errors ver-
sus no of hidden neurons for enlarged varia-

bility of sigmoid AFs. 
 
Activation function variability 
The ELM is not able to learn the features from the data, as a fully trained neural network 
does. It projects the input data into the feature space the randomly chosen weights hap-
pen to specify, and learns a linear mapping in that space. Therefore this nonlinear map-
ping of the data into a feature space should be able to extract the features sufficient for 
predicting the target variable of a regression task. The importance of sufficient AFs 
variability was noticed previously [5]. The point is, to find the way to correct the ran-
dom mechanism of weights and biases creation to increase the variability without losing 
too much from the simplicity of random selection.  
The first step to enlarge the variability of sigmoid AFs is to increase the range of uni-
form random selection of input weights. It must be suitably fixed to guarantee that the 
sigmoid operation neither remains linear nor too strongly saturates in the input interval. 
In the presented application the range u� ∈ �−10,10� seams suitable. Next the biases 
may be selected to ensure that the range of sigmoid function is sufficiently large. For a 
positive input weight u� > 0 sigmoid function is strictly increasing in [0,1]. Assuming 
that the minimal value of the sigmoid AF shell be smaller than the given c� , and the 
maximal value should be bigger than ci , 0 < c� < ci < 1 yields 

ℎ��0� = 11 + �Tt �−v�� < c�,    ℎ��1� = 11 + �Tt �−u� − v�� > ci (16) 

so the bias v� shall be selected on random, uniformly from v� ∈ ���, ���, where 
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�� = −u� + �� � 1ci − 1�,    �� = −�� � 1c� − 1� (17) 

If the selected weight is negative u� < 0, the bias v� shall be selected on random, uni-
formly from v� ∈ ���, ���, where ��, �� are given in (17). 
The application of the proposed method to the considered friction modeling problem 
results in the performance presented in fig. 16. The achieved modeling errors are �eOfGPQ , eOgO , ekOgO� = �0.0210, 0.0234, 0.0070�. The results for 10 neurons are pre-
sented in fig. 17,18. Comparing figures 18 and 12 we notice that the variability of AFs 
was noticeably increased. The output weights are smaller and ill-conditioning is elimi-
nated. 
 

  
Fig. 17 Modeling with 10-neurons ELM and 

enlarged variability of AFs. 
Fig.18 Activation functions of 10-neurons 

ELM and enlarged variability of AFs. 
 

  
Fig. 19 Modeling with 10-neurons ELM, en-
larged variability of AFs and regularization 

with C=105. 

Fig. 20 Average training and test errors ver-
sus no of hidden neurons for enlarged varia-

bility of sigmoid AFs and regularization 
with C=105. 
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Even better results are obtained applying the variability enlargement and the regulari-
zation together. The results for 10 neurons and C=105 are plotted in fig. 19. The 
achieved modeling errors are �eOfGPQ , eOgO , ekOgO� = �0.0231, 0.0234, 0.0074�. As it 
is visible from fig. 20 the generalization ability is preserved for increasing number of 
neurons – the training and test errors remain at the same level. No overfitting was ob-
served for number of neurons<50. It is remarkable that the norm of output weights re-
mains small: ‖r‖ < 6.  
 
Direct minimization of the condition coefficient 
Good conditioning of the linear equation (11) is vital to derive accurate ELM with mod-
erate output weights. Therefore some hidden neurons parameters may be not selected 
randomly, but may be used to minimize �b���|k|� directly. So, the hidden neurons 
will be divided among two subsets, say RAND and OPT. First, the AF parameters of 
neurons in RAND will be selected on random, next the parameters of neurons in OPT 
will be calculated to minimize �b���|k|�.   
 

  
Fig. 21 An exemplary plot of log ��b���|k|�� as a function of the 11th 

neuron parameters. 

Fig. 22 Average training and test errors ver-
sus no of hidden neurons for optimization of 

conditioning by the half of neurons. 
 
Of course in this case we cannot claim that the weights and biases selection process is 
so fast and simple as in the basic ELM algorithm. The choice of the optimization algo-
rithm is also an open problem. It is difficult to assume anything about the shape of the 
minimized function, as it depends on the training data and randomly selected parame-
ters of neurons in RAND. The exemplary plot of the condition number as a function of 
the weight and the bias, when first ten sigmoid neurons belong to RAND and the neuron 
number 11 is the only one in OPT, is presented in fig. 21. As it is visible, the minimized 
function is not smooth and multimodal. Therefore gradient type algorithms are not ap-
plicable, and good heuristic algorithm, that is able to avoid the local minima is recom-
mended. The optimization result will be influenced by the initial condition, as well as 
by the range of the decision variables, i.e. the weights and biases of the neurons in OPT. 
All these makes the whole process quite complicated and time consuming. The result 
highly depends on the effectiveness of the applied optimization algorithm.  
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Selecting a half of neurons as RAND with random selection with the enlarging the AFs 
variability approach, and the other half in OPT with minimization performed by Particle 
Swarm Optimization algorithm, provides results presented in fig. 22. The achieved 
modeling errors are �eOfGPQ , eOgO , ekOgO� = �0.0231, 0.0235, 0.0076�. The mean value 
of the output weights norm is smaller than 17 for any number of neurons. So the results 
are comparable with these provided by application of AF variability enlargement and 
regularization together.  

6 ELM Models in Adaptive Control 

The final test for the ELM model of friction is its behaviour in a control system. Here 
we investigate the applicability of the proposed models in a simple adaptive backstep-
ping, tracking position control.  

The motion dynamics of the considered system is given by  

v
dt

dx =     frictione FF
dt

dv
m −= . (18) 

where  m is a forcer mass, Fe is a thrust force, and Ffriction represents all types of friction 
forces. The mover speed is v and the position is x. Although equation (18) is written 
according to linear motion convention, it may be also used for rotational movement 
description, if we read m as a moment of inertia and consider torques instead of forces. 
It is assumed that the thrust force is proportional to the control variable (the motor cur-
rent)  

)()( titFe ⋅= ϕ , (2) 

and coefficient ϕ is not known exactly. The desired smooth position trajectory will be 

denoted by dx , actual position by x and the tracking error by xxe d −=1 . The velocity 

will be ‘virtual control’ for position tracking. If we choose the desired velocity dv  ac-

cording to  

11 ekxv dd ⋅+= & , (3) 

where 11 0>k  is a design parameter, we will be able to describe the tracking error 

dynamics as 

2112111 eekeekxxe dd +⋅−=+⋅−−= &&& , (4) 

vekxvve dd −⋅+=−= 112 &  (5) 
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m

mFivmvmvmem ofrictiondoodoo =−−⋅=⋅−⋅=⋅ ,
1

2 &&&& , (6) 

( )2111 eekkxv dd +⋅−⋅+= &&& . (7) 

The control variable i has to compensate the function  

frictiondo FvmD
ϕ
1−⋅= & , (8) 

and to assure fast tracking. We will use a model D̂  for D, incorporating the fuzzy 

friction model (17,18). The general structure of D̂  will be given by  

ξATD ˆˆ = , (9) 

where TÂ  is a vector of adaptive parameters and ξ  is known. The structure with two 

adaptive parameters:  

[ ]kmo
T ˆ,ˆˆ =A   














= )(

1
vF

v

Fm
N

d

ϕ

&
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was selected, where ��F���  is the friction model (3) (with the derived ELM model 

inside), om̂  is supposed to adapt the changing inertia and k̂  corrects Fm
N

F
ϕ
1

 to the 

actual value of frictionF
ϕ
1

. 

It is assumed that “the best” adaptive parameters 
T*A exist, such that the model 

ξA
T

D ** =  provides bounded estimation error *DD −=ε , |ε| < εmax < ∞ . The dif-

ference between actual and “the best” parameters is denoted as AAA ˆ~ * −= .  
The control law  

122
ˆ eekDi +⋅+=  (28) 

provides the tracking error dynamics 

1222
~
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The Lyapunov function  
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with positive definite symmetric matrix Γ  is selected to investigate the system stabil-
ity. Taking any of the adaptation laws 

ξΓ= 2
ˆ eA& , or ΓAA δξ −Γ= 2

ˆ e
&

 , or ΓAA 2
2

2
12

ˆ eee +−Γ= δξ&
. (12a,b,c) 

with small positive δ , allows to prove that the Lyapunov function derivative (32) is 

negative outside a certain, bounded set, and so 21,ee  are uniformly ultimately bounded 

[11]. For example with adaptation performed according to (31a) we get 
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Finally the control algorithm with the adaptation law (31c) was selected. Cooperation 
with several friction models was tested (fuzzy model with 4 membership functions and 
3 different ELM models). Although all models may be used for adaptive control, it must 
be stressed that the more accurate fuzzy model results in smaller control signals. Taking 
this aspect into account, the ELM model with 10-neurons, enlarged variability of AFs 
and regularization (presented in fig. 19) was the best one. The application of models 
with big values of output weights is sensitive to numerical aspects of control imple-
mentation – the discretization time must be shortened.  
The proposed modeling technique was also tested on the real life data collected from a 
linear permanent magnet motor connected with a pneumatic linear motor. So at least 
three sources of friction are present: 1) the friction in liner bearings of the electric mo-
tor, 2) the friction in linear bearings of the pneumatic motor trolley, 3) the friction be-
tween the pneumatic motor cylinder and piston. The results confirm conclusions from 
simulations presented here.  
 

7 Conclusions 

The conclusions from the presented model comparison are collected in table 2. 
The presented grade concerns the friction modeling problem, but some conclusions 
seem to be general for curve approximation by ELM.  



• The increase of number of hidden neurons is often limited by numerical insta-
bility or brings insufficient benefits because of noisy data. Engineering appli-
cations with moderate number of neurons will provide appropriate accuracy 
of models and facilitate practical implementations. 

• The regularization itself is often not sufficient to improve the conditioning and 
strongly spoils the accuracy.  

• The sufficient variability of the applied activation functions is very important. 
It does pay to modify the random choice of parameters to improve the varia-
bility and to make the feature mapping more effective.   

 
Table 2. Suitability of various models for multisource friction modeling 

 Accuracy Generaliza-
tion 

Training time Numerical 
conditioning 
and stability 

Fuzzy model sufficient poor moderate good 
Basic ELM sufficient moderate short bad 
ELM with 
regularization 

poor poor short good - if we 
compromise 
with the  accu-
racy 

ELM with en-
larged varia-
bility of AFs 

good good short good 

ELM with en-
larged varia-
bility of AFs + 
regularization 

good the best short the best 

ELM enlarged 
variability of 
AFs and con-
ditioning opti-
mization 

good good long good 

 
The presented research demonstrates that extreme learning machine provides an inter-
esting alternative to fuzzy modeling, although the application is not so universal and 
straightforward as it is recommended by many publications.  
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