
HAL Id: hal-01385356
https://inria.hal.science/hal-01385356

Submitted on 21 Oct 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Instagram Hashtags as Image Annotation Metadata
Stamatios Giannoulakis, Nicolas Tsapatsoulis

To cite this version:
Stamatios Giannoulakis, Nicolas Tsapatsoulis. Instagram Hashtags as Image Annotation Metadata.
11th IFIP International Conference on Artificial Intelligence Applications and Innovations (AIAI
2015), Sep 2015, Bayonne, France. pp.206-220, �10.1007/978-3-319-23868-5_15�. �hal-01385356�

https://inria.hal.science/hal-01385356
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Instagram hashtags as image annotation
metadata

Stamatios Giannoulakis and Nicolas Tsapatsoulis

Dept. of Communication and Internet Studies
Cyprus University of Technology

30, Arch. Kyprianos str., CY-3036, Limassol, Cyprus
{s.giannoulakis,nicolas.tsapatsoulis}@cut.ac.cy

Abstract. Image tagging is an essential step for developing automatic
image annotation methods that are based on the learning by example
paradigm. However, manual image annotation, even for creating train-
ing sets for machine learning algorithms, requires hard effort and contains
human judgment errors and subjectivity. Thus, alternative ways for au-
tomatically creating training examples, i.e., pairs of images and tags, are
pursued. In this work we investigate whether tags accompanying photos
in social media and especially the Instagram hashtags, provide a form of
image annotation. If such a claim is proved then Instagram could be a
very rich source of training data, easily collectable automatically, for the
development of automatic image annotation techniques. Our hypothesis
is that Instagram hashtags, and especially those provided by the photo
owner / creator, express more accurately the content of a photo com-
pared to the tags assigned to a photo during explicit image annotation
processes like crowdsourcing. In this context, we explore the descriptive
power of hashtags by examining whether other users would use the same,
with the owner, hashtags to annotate an image. For this purpose a set of
30 randomly chosen, from Instagram, images were used as a dataset for
our research. Then, one to four hashtags, considered as the most descrip-
tive ones for the image in question, were selected among the hashtags
used by the image owner. Three online questionnaires with ten images
each were distributed to experiment participants in order to choose the
best suitable hashtag for every image according to their interpretation.
Results show that an average of 55% of the participants hashtag choices
coincide with those suggested by the photo owners; thus, an initial evi-
dence towards our hypothesis confirmation can be claimed.

Key words: Instagram, hashtags, image tagging, image retrieval, ma-
chine learning

1 Introduction

On average 350 million photos are uploaded to Facebook per day [9] while an
average of 70 million photos are shared every day in Instagram [10]. Thus, the
total amount of images in the Web nowadays is huge and continuously increas-
ing. Locating and retrieving these images is very challenging not only in terms
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of effectiveness (retrieve the right image according to the user needs / queries)
and efficiency (execution time) but also in terms of visibility (being locatable).
Contemporary search engines retrieve images in a text-based manner since the
majority of end users are familiar with text-based queries for retrieving web pages
and digital documents. In text-based image retrieval images must be somehow
related with specific keywords or textual description. This kind of textual de-
scription is, usually, obtained from the web page, or the document, containing
the corresponding images and includes HTML alternative text, the file names
of the images, captions, metadata tags and surrounding text [15]. However, im-
ages in social media, which constitute the great majority of images in the Web,
cannot effectively indexed (extract relevant text description) with pure web-
based techniques mainly because the user pages in social media do not follow
the classic web-page structure. As a result a new research field dealing with this
problem emerged: Automatic Image Annotation (AIA) [6], that is the process of
extracting low-level features from an image and assigning one or more semantic
concepts to it [11].

A large category of AIA involves machine learning techniques and is based
on the learning by example paradigm [19]. Training examples that are used for
automatic image annotation are pairs of images and related tags. Different mod-
els and machine learning techniques were developed to build the so called ‘visual
models’, that is, models that capture the correlation between image features and
textual words from the training examples. Visual models are then fed with image
features extracted from unseen images to predict their tagging [16]. Assuming
that good visual models can be achieved, image retrieval using the training by
example paradigm provides a promising alternative to text-based methods (since
it does not require explicit annotation of all images in the collection, but only
a small set of properly annotated images) [17]. Nevertheless, the first important
step to create effective visual models is to use good training examples (pairs of
images and annotations). In this context automatic creation of training exam-
ples via crawling is highly desirable because it addresses the scalability (models
for new concepts) and adaptability (modification of training models) issues.

According to a survey of Pew Research Internet Project, Instagram is the
fastest growing social network among the adult Americans who use the Inter-
net [9]. Instagram is a free application for mobile devices, which offer user the
possibility to upload, edit and share with other pictures and very short video.
The term Instagram is a combination of two words, from the word instant used
to market old cameras and the gram comes from telegram from the snapshots
people were taking1. Instagram launched on 6 October 2010 and rapidly gained
popularity, managed to have 300 million active users per month and 70 million
pictures per day [10] being shared. In January 2011 Instagram added hashtags [1]
and from 27 April 2015 users are able to use emoji as hashtags2. Hashtags are
tags or words prepended with ‘#’ used to indicate the content of the picture, al-
lowing users to search for pictures and increase visibility. Emoji are pictograms,

1 Instagram: FAQ, https://instagram.com/about/faq/#
2 Instagram: Our Story, https://instagram.com/press/
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which are connected with emotions a user wants to give to the picture. The story
of hashtags began with IRC (Internet Relay Chat) where the users used it in
order to categorize items into groups. The first who used hashtags in Twitter
was designer Chris Messina who asked from his followers how they felt about
using the pound sign to group conversations [2]. Thus, we can conclude that the
role of hashtags was traditionally to organize knowledge and facilitate access and
enable retrieval of information. On the other hand, we know that users extend
the function of hashtagging beyond findability and give hashtags a metacommu-
nicative use. The metacommunicative function can be grouped into the following
codes: Emphasizing, Iterating, Critiquing, Identifying, and Rallying. Emphasiz-
ing is used to give emphasis or call attention, Critiquing in order to express
judgment or verdict, Identifying to refer to the author of the post, Iterating to
express humor and Rallying to bring awareness or support to a cause [4]. In a
research on the tags of a set of 2700 pictures it was measured that approximately
10% of these photos were related with emotion words not directly related with
their visual [3].

It should be evident from the above discussion that Instagram provides a
rich forum for automatically creating training sets for AIA. It contains a huge
amount of images which are commented through hashtags by their creators /
owners. Thus, if we assume that it is the owner who can better expresses the
real visual content or meaning of an image then choosing among the hashtags for
assigning tags to images is much more safe than traditional text-based indexing
approaches. This is extremely important in training sets where pairs of images
and tags have to be carefully selected because they affect the effectiveness of
tag predicting models. However, Intsagram hashtags are used not only to de-
scribe the visual content of an image but also serve other functions falling under
the metacommunicative use. In this work we are trying to check the extent to
which hashtags are indeed related with the actual content of an image and the
percentage of hashtags that are relevant to Instagram photo compared to those
referring to metacommunicative use.

2 Related work

To the best of our knowledge this is the first work that examines the appro-
priateness of Instagram photo-hashtag pairs for creating training sets for AIA.
However, this problem falls under a more broad category dealing with the quality
of manual image annotation. Nowak & Ruger [14] investigated the reliability of
image annotation via crowdsourcing. They tried first to explore to which extent
several sets of expert annotations differ from each other and then to investigate
whether non-expert annotations are reliable. The researchers selected a subset
of 99 images from the MIR Flickr Image Dataset. The aforementioned set of
images was annotated by 11 expert annotators from the Fraunhofer IDMT re-
search staff using 53 concepts. The same set of images was distributed over the
online marketplace Amazon Mechanical Turk in order get non-expert annota-
tions. The consistency among expert annotators proved to be very high. The



4 Stamatios Giannoulakis, Nicolas Tsapatsoulis

same also proved between the expert and non-expert groups. Thus, the conclu-
sion was that crowdsourced annotation is as accurate as experts’ annotation.
Since the cost of crowdsourcing annotation is far more cheeper and efficient
than experts’ annotation this conclusion opened up new ways towards AIA. The
importance of crowdsourcing annotation lead to several research efforts which
further examine the quality of crowdsourced data. In crowdsourcing annotation
the participants expose different behavior during the annotation task. There are
many reasons for the aforementioned behavior including the level of expertise,
low-attention / low-concentration when they perform the task and there is al-
ways the bad intent of the annotators. Examples of annotators with bad intention
can be spammers, dishonest or try to manipulate the system by answering in an
unrelated or nonsense way [12]. In a research about crowdsourcing annotators’
consistency Theodosiou et. al. [17] used both vocabulary keywords and free key-
words to check whether guided annotation (as assumed by the use of structured
vocabulary) would increase annotation consistency. The researchers concluded
that, indeed, by combing free keywords and vocabulary keywords annotation
consistency increases compared to the use of free keywords alone.

Even the crowdsourced data are far more difficult to collect than data crawled
from the Web. This was recognized by Tsikrika et. al [20] who examined the qual-
ity of clickthrough data for training concept detectors in images. They showed
that clickthrough data, if properly filtered, would be used for AIA. The problem
with clickthrough data is that they express the interpretation of end users rather
than this of the image creators / owners, and, thus, they are highly subjective.
Despite that, the use of clickthrough data for developing AIA models is an at-
tractive approach and Microsoft Research announced, for a second year in a row,
a challenge based on data provided by Bing search engine3.

In order to examine the image retrieval from social media and especially the
diversification of image retrieval results, Ionescu et. al [8] compared experts and
crowdsourcing annotation. The results showed that in the crowdsourcing annota-
tion the inter-rater agreement were a slightly lower than expert annotators. Our
assumption is that the owners’ annotation data (in our case Instagram hashtags)
are more close to experts’ annotation compared to that of crowdsourcing since
the latter expresses the end-users’ perspective. Furthermore, web-crawled data
are far more easier to collect than crowdsourcing ones. Among the web-crawled
data the ones collected from Instagram are much more accurate (in terms of
descriptive value) compared to those used in traditional web-document indexing
(keyword extraction from web-pages) while they are richer than those collected
via clickthroughs.

3 Methodology

In order to derive concrete results, in our study we followed a hybrid method-
ology combing a set up from social science research with a strict mathematical

3 http://research.microsoft.com/en-us/projects/irc/
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framework which is common in natural sciences. We decided to define clear re-
search questions and properly select the participants of the experiment rather
than randomly choosing among ordinary users of social media. We consider that
in order to assess the descriptive value of Instagram hashtags of the photo own-
ers / creators we need users that are familiar both with the social media and
the use of metadata in digital content. Librarians would be ideal for this pur-
pose. They use social networks daily and one of their main tasks is to organize
knowledge and annotate electronic resources, so we can say they are, in some re-
spect, experts in image annotation. Moreover, undergraduate and postgraduate
university students are also good candidates for the population group because
social media are highly popular among students as we can conclude from the
survey of Pew Research Internet Project [5].

3.1 Aim of the research

The present study has two goals. The first is to investigate whether Instagram
hashtags accompanying images can be used as image tags so as to create image-
tag pairs for training machine learning approaches for AIA. The second is to
provide a rough estimation on the percentage of Instagram hashtags that de-
scribe the visual content of accompanying images. Towards this end we have
designed a questionnaire which includes a total number of 30 randomly selected
pictures from 18 Instagram users. Owners’ hashtags surrounding these images
were automatically crawled using the Beautiful Soup4 library of Python. Then
we chose, manually, 1 to 4 hashtags for each picture, which, according to our
interpretation, better describe its visual content. As already stated not all hash-
tags are intended to describe image on increasing its findability. The selected
hashtags along with irrelevant hashtags are presented below each picture, in the
questionnaire, and the participants are asked to choose among them the ones
that better describe the shown photo. Fig. 1 presents an example. Among the
eight choices given only three are hashtags the owner of the photo used in the
Instagram. If participants’ choices coincide with the hashtags the owner gave we
have a good indication that these hashtags are, indeed, related with the visual
content of the picture (since what the participants see is the context-free picture
without any sort of metadata).

3.2 Data collection

The data for this survey were gathered using an online questionnaire designed
with the aid of Surveymonkey5. The 30 pictures were divided in three separate
questionnaires containing 10 pictures each. The aim was to reduce the time
required to fill in the questionnaire and avoid fatigue effects. The choices given
below each picture are either 4 or 8 depending on the number of hashtags the
owner used. If only one hashtag of the owner was present then the choices given

4 http://www.crummy.com/software/BeautifulSoup/bs4/doc/
5 http://www.surveymonkey.com/
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Fig. 1. An example of an image interpretation multiple choice question

to the participants were four (including the hashtag of the owner); otherwise
the participants were given eight options to select from. This rule was applied
in order to keep a minimum chance level higher than or equal to 25%. In any
case, participants were not aware that any of the given choices were related in
any respect with the picture; thus, they were free to select as many of them as
they wished according to their interpretation of the shown photo.

Initially, the three online questionnaires were distributed by electronic mail
to three experts in order to evaluate them. The results of the evaluation assisted
the creation of a more appropriate version which was, then, distributed by elec-
tronic mail to librarians of the library of Cyprus University of Technology and
to undergraduate and postgraduate students of the department of Communica-
tion & Internet Studies. It is important to mention, here, that each participant
group, librarians, undergraduate and postgraduates students was randomly di-
vided so as to distribute the three questionnaires equally in each group. The
survey was conducted between March, 19th and March 31st, 2015. A total of 39
questionnaires were collected and used for analysis.

3.3 Mathematical Formulation

Let us denote by P i the i-th participant (i=1,...,NP ) of a total of NP participants
(NP = 39 in this study as already mentioned above). We also denote with Ij

the j-th image (j=1,...,NI) in the image dataset where NI is the total number
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of images (in our case NI = 30). By set H = {h1, h2, ..., hNH
} we define the set

of hashtags the owners / creators used to tag the images in set I while NH is
the total number of tags used for this purpose.

In order be able to conclude on the research questions defined earlier we must
use some effectiveness measures. For this purpose we modified the well known
Recall, Precision and F-measures [7] to fit in with the current experiment. In
particular we define the participant’s P i recall value, Rij , for image Ij as the
proportion of owner’s hashtags, for this image, that were selected by P i in the
questionnaire. In a mathematically formal way this is given by:

Rij =
||Tjc ∩Tji||
||Tjc||

(1)

where Tjc is the set of distinct hashtags assigned to image Ij by the image
owner, Tji is the set of distinct hashtags the participant P i assigned to image
Ij (based on the choices presented to him/her in the questionnaire), ∩ is the set
intersection operation and ||Ω|| denotes the cardinality of set Ω.

Aggregating the Rij across all participants and all images we define per image
and per participant recall values, Rj and Ri, respectively:

Rj =
1

NP

NP∑
i=1

Rij (2)

Ri =
1

NI

NI∑
j=1

Rij (3)

In a similar manner we define per image (see eq. 5) and per participant
precision (see eq. 6), i.e., the proportion of a participant’s choices that coincide
with owner’s hashtags, and F-measure (harmonic mean of recall and precision)
as follows:

Pij =
||Tjc ∩Tji||
||Tji||

(4)

(precision of participant’s P i choices for j-th image)

Pj =
1

NP

NP∑
i=1

Pij (5)

Pi =
1

NI

NI∑
j=1

Pij (6)

Fj =
2 ·Rj · Pj

Rj + Pj
(7)

Fi =
2 ·Ri · Pi

Ri + Pi
(8)
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Let us now assume an index of hashtags V in which all the hashtag choices
presented to the participants though the questionnaire images are concatenated.
That is, if in the questionnaire the participants are asked to choose between 8
hashtags in the first image then these hashtags are the first 8 entries of vector
V . The available hashtag choices for the second image of the questionnaire will
follow, then that of the third image and so on. Note that in index V the same
hashtag may appear more than once and in different position indicating a par-
ticular choice for a specific image. If we denote with ‘1’ the hashtags chosen by
a specific participant and with ‘0’ the hashtags not chosen then a participant
P ican be represented by a binary vector P i, with length equal to that of in-
dex V , denoting his / her ‘profile’. In a similar way we can define the creators
/ owners vector, say C in which the hashtags used by the photo owners are
represented with ones and hashtags not used by zeros. Obviously, the vector C
does not correspond to a specific user profile but to the aggregated profile of all
photo owners. The similarity of images’ interpretation between photo owners /
creators and each one of the participants can be, then, estimated by any vector
comparison metric. Because both vectors C and P i are binary ones the choose of
Hamming distance [13] is evident. The aforementioned distance was introduced
by Richard Hamming, is implied only at two equal strings and gives the number
of positions at which corresponding symbols differ [13].

Thus, the similarity S(C,P i) between the choices a participant P i made in
order to characterize the images in the questionnaire with the actual hashtags
the owners used, is given by:

S(C,P i) = 1− h(C,P i)

L
(9)

where h(C,P i) is the Hamming distance of vectors C and P i and L is the
corresponding vector space dimension (i.e., the length of vectors C and P i and
index V ).

Table 1. Per participant Recall, Precision and F-measure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.55 0.15 0.23 0.78
Precision 0.67 0.12 0.47 1.00

F-measure 0.56 0.12 0.33 0.77
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Fig. 2. Average hashtags’ recall, precision and F-measure per participant
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4 Experimental Results and Discussion

The data of the 39 filled in questionnaires were analyzed with aid of SPSS6, MS
Excel7 and the MATLAB8 platform using the metrics defined in the previous
section. Fig.2 shows the per participants’ Recall (eq. 3), Precision (eq. 6) and
F-measure (eq. 8) of the 10 pictures each participant had to interpret in the
experiment. As already explained not all participants evaluated all images; thus,
the computations were done using the subsets of images shown to the partic-
ipants according to the questionnaire they war given. In practice, this means
that NI in equations 3, 6, 8 was equal to ten (the number of images in each
questionnaire).

Some basic statistics of the per participant Recall, Precision and F-measure
are shown in Table 1. We see there that the recall performance per participant
is 0.55 ± 0.15 with the extreme values being 0.23 (minimum) and 0.78 (maxi-
mum). Thus, the conclusion is that at least one out two hashtags used by the
owner in Instagram images is relevant to image content since other users con-
sider it descriptive as well. The variation in performance, among users, is rather
low indicating that in the experiment there were no spammers or users with
dishonest behavior. The per participant precision is significantly higher (0.67
± 0.12) than recall, showing the tendency of people to use as few as possible
keywords to describe an image. This is in agreement with the generic behavior
of Web users who use, on average, one to three keywords when searching for
information through search engines. Of course we do not know whether this is
an intrinsic human tendency or a behavior cultivated by the way search engines
work (the fewer the keywords given the more the results presented to the user).
Furthermore, the high precision values indicate also that the participants did
not answer (chose hashtags for the shown images) randomly.

Overall, with the aid of Fig.2 and Table 1 we can conclude on both research
questions set in this study. Given that the participants in our experiments can be
seen as experts (librarians and students of internet and communication studies)
we can claim that around 55% of the Instagram hashtags that accompany images
relevant to the actual content of the images and can be used for training purposes.
By pointing out that on average only 40% of the (owner’s) Instagram image
hashtags are relevant to the images close to which they appear we can state that
on average 22% (0.55 · 0.4) of Instagram hashtags are related with the visual
content of images.

Figure 3 shows the dissimilarity of image interpretation between each one of
the participants and the photo owners with the aid of (normalized) Hamming
distance and the mathematical formulation presented in the previous section. By
normalized we mean that the Hamming distance is divided by the length of the
strings compared (in our case total number of choices presented to the users in
the 10 questions of the questionnaire they took). As we see in Table 2 the average

6 http://www-01.ibm.com/software/analytics/spss/
7 https://products.office.com/en-us/excel
8 http://www.mathworks.com/products/matlab/
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Table 2. Statistics of normalized Hamming distance between participants and photo
owners in image interpretation

Mean St. Dev. Minimum Maximum

0.245 0.048 0.138 0.375

normalized Hamming distance between the photo owners and the participants
is 0.245± 0.048. This means that there is less than 25% disagreement (only one
out of four hashtag choices between image owners and participants differ); thus,
we can confirm, once again, that the participants do not answer at random or
in any dishonest manner. By looking at the extreme values in Fig. 3 we see that
only two users (those with ids 22 and 25) show somehow low performance (high
dissimilarity with the interpretation of picture owners) but even in these cases
no random or dishonest behavior can be justified since the average Hamming
distance is well below 40%. On the other hand, the users with ids 3 and 31
present an excellent performance which indicates that even perfect matching
between owners and participants is not impossible; this means that the hashtags
given by the owners to the photos are indeed related with the visual content
of images (i.e., what the images actually show and not, for instance, context or
emotional information).

Table 3. Per image Recall, Precision and F-measure value statistics

Mean St. Dev. Minimum Maximum

Recall 0.55 0.18 0.15 0.91
Precision 0.67 0.22 0.22 1.00

F-measure 0.56 0.17 0.17 0.90

In Fig. 4 we present the per image Recall (eq.2), Precision (eq.5), and F-
measure (eq.7) values while in Table 3 are shown summary statistics for those
values. The basic aim of this analysis is to check whether the difficulty of inter-
preting images depends on their visual content. ComparingTables 1 and 3 we
observe that the variation of Recall, Precision, and F-measure across images is
higher than that across participants. The same also holds for the extreme values.
Thus, we can conclude that image content affects interpretability. On the other
hand, in Fig. 5 we show the images with the lowest recall and precision scores
(from left to right images with ids 2, 20 and 28). In a first glance it does not seem
that these images present abstract concepts, which are, generally, difficult to in-
terpret. Thus, probably the owners hashtags for these image might be irrelevant
with their visual content causing a different interpretation by the experiment
participants.
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Fig. 3. The hamming distance between participants and image owners / creators

Fig. 4. Average hashtags’ recall, precision and F-measure per image

Fig. 5. Difficult to interpret images



Instagram hashtags as annotation metadata 13

In the last part of our analysis we deal with the recall values of the hashtags.
Our assumption is that abstract concepts should have lower recall values than
concepts referring to tangible objects. Figure 6 presents the recall values for all
owners’ hashtags (the set H mentioned in Section 3.3). It is clear that abstract
concepts tend to have low recall values, as expected, however, the three out of
four concepts that have zero recall refer to places (Florida, Chile, Indochina).
This lead us to the conclusion that out of context interpretation of images is, in
some cases, problematic. Nevertheless, the difficulty of interpretation in this case
does not necessarily mean that the hashtag used by the owner is inappropriate
for characterizing the particular image. By saying so we mean that the pair
image-hashtag is still a good training example.

Fig. 6. Percentage of the participants that chose each of the owner / creator hashtags
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5 Conclusion

In this paper we have presented our study about the descriptive value of Insta-
gram hashtags as metadata for the images they accompany. By measuring if the
participants would choose the same hashtags with the image creator / owner we
found that in the 55% of the chosen hashtags participants and owners agree that
the suggested hashtags can describe the visual content of an image. Moreover,
we have an indication that almost 30% of the Instagram hashtag datasets are
appropriate for use in training examples (image - tag pairs) for machine learning
algorithms. The results show also that an important portion of image hashtags
in Instagram are not directly related with the concept depicted by the image. We
have found also that both the image content and the context in which an image
resides affect interpretability. However, as we explained, this does not necessarily
implies that the pairs images - difficult to interpret tags are invalid for training
purposes.

Further research, including larger participants’ and images’ population, has
to be done before the indications extracted in the current study become solid
conclusions. For this purpose we have already started an automated process for
dynamically creating online image interpretation questions with the aid of a
MySQL database schema and PHP programming. This will allow larger partic-
ipation in the experiment and automatic analysis of the results.

Another action that can be taken in the future is to check the validity of
image-hashtag pairs for training visual concept models (see [19]) in practice.
This will lead us to a second, practical, stage of investigation and will allow
comparison of the theoretical findings of this study with practical issues faced
during training. However, we must be aware that, in machine learning, good
training examples must be properly processed to extract appropriate, for learn-
ing, low level features; this is by no means an easy task.
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