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Abstract. Mobile devices have entered our daily life in several forms,
such as tablets, smartphones, smartwatches and wearable devices, in gen-
eral. The majority of those devices have built-in several motion sensors,
such as accelerometers, gyroscopes, orientation and rotation sensors. The
activity recognition or emergency event detection in cases of falls or ab-
normal activity conduce a challenging task, especially for elder people
living independently in their homes. In this work, we present a methodol-
ogy capable of performing real time fall detect, using data from a mobile
accelerometer sensor. To this end, data taken from the 3-axis accelerome-
ter is transformed using the Incremental Principal Components Analysis
methodology. Next, we utilize the cumulative sum algorithm, which is ca-
pable of detecting changes using devices having limited CPU power and
memory resources. Our experimental results are promising and indicate
that using the proposed methodology, real time fall detection is feasible.

Keywords: Principal Component Analysis, Incremental Principal Com-
ponent Analysis, Cumulative Sum, Smartphones, Accelerometer Sensor

1 Introduction

The life quality improvement of social communities and individuals constitutes
fundamental priority on a wide range of research fields. The opportunity that
every human living independent of the continuous concern of the fellowmen, is
integral right. At the same time, the population of elderly is increased, causing
new requirement for social inclusion and access to healthcare.

In recent literature [15, 9, 5] is reported that approximately 33% of elders
over the age of 65 and 50% over the age of 85 experience a fall each year.
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Such incidents may cause light or serious injuries. The studies indicate that hip
fractures of 50% of older people make them unable to live independently, while
25% and 33% of them will die within six months and a year, respectively. Falling
injuries are frequently identified both in home and in hospital environments and
make many elderly persons live under continue observation, causing discomfort.
Discreet monitoring of the individuals in order to identify such major injuries,
is a challenging task.

Several techniques have been produced to detect emergency events, having
the common aspect of collecting sensor data in an attempt to interpret activity.
More specifically, in the field of activity recognition with focus to fall detection,
many recent studies can be found in the literature [1, 2, 6, 3]. Some studies use
microphones to detect falls, while others use information obtained by cameras
that track the movement and the trajectory of humans in assisted environments,
where long and/or unusual inactivity can be interpreted as a fall. Another ap-
proach is to use signals acquired by accelerometers and gyroscopes [7]. To analyse
these data, machine learning [10] and statistical methods [4] have been proposed.

In this work, we attend to discreetly monitor an individual using data from a
smartphone (or a wearable sensor) that is equipped with a 3-axis accelerometer,
to on-line detect falls. To interpret the accelerometer data, we project the three
dimensional data to the principal component direction. Instead of computing the
space of eigenvectors by the traditional Principal Component Analysis (PCA),
which requires a batch computation step, we employ the Incremental Principal
Component Analysis (IPCA). Finally, we incorporate a parametric model, which
is able to detect the change at unknown time instants. The technique we used
here is the Cumulative Sum (CuSum) algorithm [11].

The rest of the paper is structured as follows: In Section 2, background
material for dimensionality reduction and classification methods are provided.
In Section 3, we present the proposed methodology and the experimental results.
Finally, Section 4 contains concluding remarks and pointers for future work.

2 Background Methods

In this section, we review the basic tools used in the proposed methodology. In
particular, we present the Incremental Principal Component Analysis (IPCA)
for the feature extraction task and the Cumulative Sum (CuSum) algorithm for
the classification of the transformed data.

2.1 Incremental Principal Components Analysis

The typical computational approach to PCA requires all the data input to be
available in order to compute the eigenvalues and eigenvectors of the sample
covariance matrix, and thus it belongs to the category of batch methods. This
approach is not feasible when the data are incrementally derived from an on-
line stream. Thus, an incremental method is required to estimate the principal
components for observations arriving sequentially.
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This can be achieved by updating the principal components for by each
arriving observation vector, while avoiding to estimate the covariance matrix as
an intermediate result. Here, for that purpose we employ the Candid Covariance-
free IPCA (CCIPCA) method [14], which is based on the works of Oja and
Karhunen [8] and Sanger [12]. A short description of the method follows.

Let d1, d2, . . . be the sample vectors that are acquired sequentially at each
time point and let u1 be the first principal component. Each dn, n = 1, 2, . . ., is
a a-dimensional vector, where each dimension corresponds to an accelerometer
signal for the case at hand. Without loss of generality, we can assume that dn
has a zero mean, since the mean may be incrementally estimated and subtracted
out. Then, the n-th step estimate un1 of u1 is given by

un1 =
n− 1− l

n
un−1
1 +

1 + l

n
dnd

T
n

un−1
1

‖un−1
1 ‖

,

where (n− 1)/n is the weight for the last estimate and 1/n is the weight of the
new data, while the one dimensional projection yn onto un1 is given by

yn = un1dn.

The positive parameter l is called the amnesic parameter. With the presence
of l, larger weight is given to new samples and the effect of old samples will
gradually fade out. Finally, to begin the iteration, we set u01 = d1, the first
direction of data spread. A mathematical proof of the convergence of CCIPCA
can be found in [16].

2.2 Cumulative Sum

The Cumulative Sum (CuSum) is a change detection algorithm that can be used
for off-line or on-line change detection. The CuSum has been firstly proposed
in [11]. In this work, we utilize the on-line version of the algorithm.

To describe the functionality of the algorithm, we consider a sequence of in-
dependent random variables yn, which correspond to a signal for various discrete
time instances n, with a probability density pθ(y), which depends only to the
parameter θ. To capture the change of the signal at an unknown time instance
t0, the parameter θ have to change from the initial value θ0 (θ is equal to θ0) to
θ1 where θ0 6= θ1. The approximation of these parameters that can be addressed
using a training set of sample data.

More specifically, we assume the following hypotheses concerning the param-
eter θ:

H0 : θ = θ0

H1 : θ = θ1 (1)

In the fall detection problem considered here, the signal samples are captured
by the accelerometer in real time and the proper hypotheses must be computed.
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When the decision is continuously in favor of hypothesis H0, there is absence of
signal change, while a decision in favor of H1 corresponds to signal samples that
indicate a change, i.e. a fall.

In this paper, the following notation will be used. Let

Sn =

n∑
i=1

si, where si = ln
pθ1(yi)

pθ0(yi)
(2)

is the log-likelihood ratio for the observations from yi to yn, where n is the current
time instant and refer to si as sufficient statistic. Considering the particular case
where the distribution is Gaussian, with µ the mean value and σ the constance
variance, when the changing parameter θ corresponds to µ. The probability
density is denoted as

pθ(y) =
1

σ
√

(2π)
exp−(y−θ)2/2σ2

(3)

and the sufficient statistic si as

si =
θ1 − θ0
σ2

(yi −
θ0 + θ1

2
). (4)

To detect the fall, at each instant time, the following decision rule is utilized:

gn = Sn − µn ≥ h, where µn = min
1≥j≥n

Sj . (5)

The stopping time, denoted as ta, is

ta = min {n : gn ≥ h} (6)

and can be rewritten as

ta = min {n : Sn ≥ µn + h}. (7)

The above decision rule compares the cumulative sum Sn and the adap-
tive thresholding µn + h, since the µn keeps memory of the past observations
whereas, the parameter h must be specified. The parameter h is critical, affects
the decision rule threshold and therefore the signal change correctness.

3 Proposed Method and Experimental Results

In this section, we describe the technical details of the proposed methodology
and we examine its efficiency on processing mobile accelerometer data for on-line
fall detection. To construct the training set, accelerometer data were recorded
using a smartphone that was in the pocket or purse of walking and falling vol-
unteers. The sampling time during the motion is divided to timesteps, each
timestep corresponds to the acquired accelerometer sensor data (approximately
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Fig. 1. The time sequence of the three accelerometer axes.

12ms). Consequently, using the same mobile device and settings, the test set was
constructed.

To detect the change in the data, the CuSum algorithm needs the mean
values of the walking and falling states. Using the training set experiments, we
can easily compute these mean values. Additionally, we have supplied the CuSum
algorithm with a value for the parameter h. Since different values may lead to
different results, a wide range of possible values of h parameter was tested. Below,
we report the most promising region for h values and the corresponding results
(Table 1).

Figure 1 illustrates an example of raw data recorded by the 3-axis accelerom-
eter. In this experiment, an actual fall occurred approximately at timestep
t = 1800. Note that the three axes are not equally sensitive regarding the fall;
in this experiment y-axis seems to be less informative. Additionally, because of
the possible rotation of the device during the fall, there also exists the problem
of accelerometer values to shift from one axis to another.

As a first experiment, since the CuSum algorithm can be applied only on
one dimensional input data, we apply it to each of the three axis independently.
Figure 4 exhibits the data recorded along the x-axis (left) and the output of the
CuSum algorithm (right). Note that the actual as well as the detected fall is
indicated by a red dot. Figures 5 and 6 show similar plots regarding the y-axis
and z-axis, respectively. In this experiment, as it was expected, if the CuSum
algorithm is executed using as input the x-axis (or z-axis) data, the fall is reliably
detected. On the other hand, y-axis data do not provide enough information and
the CuSum fails to detect the fall incidence.
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Fig. 2. Data series of the accelerometer data projected on the first PCA eigenvector
(left) and the corresponding CuSum decision function (right). The red dot denotes
the actual and the detected fall. In this instance, the CuSum algorithm successfully
detected the fall.
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Fig. 3. Data series of the accelerometer data projected on the first IPCA eigenvector
(left) and the corresponding CuSum decision function (right). The red dot denotes
the actual and the detected fall. In this instance, the CuSum algorithm successfully
detected the fall.
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Fig. 4. Data series of the accelerometer x-axis (left) and the corresponding CuSum
decision function (right). The red dot denotes the actual and the detected fall. In this
instance, the CuSum algorithm successfully detected the fall.
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Fig. 5. Data series of the accelerometer y-axis (left) and the corresponding CuSum
decision function (right). The red dot denotes the actual fall. In this instance, the
CuSum algorithm failed to detect the fall.
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Fig. 6. Data series of the accelerometer z-axis (left) and the corresponding CuSum
decision function (right). The red dot denotes the actual and the detected fall. In this
instance, the CuSum algorithm successfully detected the fall.
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Table 1. Experimental Results

h 0.010 0.050 0.100 0.150 0.200 0.500 1.000 1.500 2.000

Accelerometer Axis X
False Alarm 112 27 9 5 1 1 0 0 0
Delay (timesteps) 6 7 28 39 39 54 78 91 101

Accelerometer Axis Y
False Alarm - - - - - - - - -
Delay (timesteps) - - - - - - - - -

Accelerometer Axis Z
False Alarm 21 13 9 6 5 2 1 0 0
Delay (timesteps) 7 8 8 9 9 15 17 22 26

PCA Projection
False Alarm 130 47 18 10 3 0 0 0 0
Delay (timesteps) 7 40 44 88 92 103 122 141 162

IPCA Projection
False Alarm 88 29 11 2 0 0 0 0 0
Delay (timesteps) 1 1 3 4 5 7 18 31 45

To alleviate the problem of having to choose (for each experiment) the correct
axis that captures adequate information regarding the fall, we have employed
the Principal Component Analysis (PCA) method. Using the PCA method, the
3-dimensional signal of various walking and falling cases is utilized to compute
the corresponding space of eigenvectors. Next, the new input data are projected
on the direction of the eigenvector that corresponds to the largest eigenvalue. To
this end, the transformed signal becomes one dimensional, capturing the most
significant information of the original signal. Finally, the CuSum algorithm is
applied to detect the change. Figure 2 exhibits a successfully detected fall.

Although this approach gives relatively good results, it requires the PCA
method, which demands a batch computation step for the calculation of the
eigenspace. Since in this study our aim is the on-line fall detection, we em-
ploy the Incremental Principal Component Analysis (IPCA), in an attempt to
achieve higher classification results using sensor data streams. As a first step,
the classic PCA method is applied on the training set (comprised of many walk-
ing and falling samples) to compute the initial eigenspace. Subsequently, each
incoming input signal updates the eigenspace and is projected on the direction
of the eigenvector corresponding to the largest eigenvalue. The transformed one-
dimensional data series is then fed to the CuSum algorithm to detect changes,
i.e. falls. Figure 3 illustrates the transformed signal and the output of the CuSum
algorithm. In this instance, the fall was successfully detected.

Finally, to further evaluate the efficiency of the proposed methodology we use
two metrics; the number of “false alarms”, which is the number of times that the
algorithm mistakenly reports a fall and the “delay”, i.e. the time elapsed between
the actual and the detected fall. In Table 1 the results of CuSum algorithm
for the different scenarios discussed above are presented. When the x-axis or
the z-axis were used, correct fall detection was possible for specific values of
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parameter h. On the other hand, y-axis provided no information regarding the
fall, so the CuSum algorithm failed [13]. The PCA method, utilizing information
from the three accelerometer axis, gave better results (less false alarms, lower
delay). However, the h parameter still needs fine tunning. Finally, the proposed
methodology seems more robust to different parameter h values. The range of
acceptable h values can lead to real time fall detection without false alarms.

As a general remark it must be noted that larger values for the parameter
h may lead the CuSum algorithm to be more accurate (less false alarms), but
increase the delay, as well. On the other hand, lower h values reduce the delay,
but introduce more false alarms. Thus, the proposed algorithm having a wider
region of acceptable h values can be successfully utilized to on-line real time fall
detection.

4 Conclusion

In this work, we present an on-line real time fall detection methodology that
detects falls utilizing the 3-axis accelerometer data obtained by the sensor of
a smartphone. Human falls were detected using signal change detection by the
Cumulative Sum (CuSum) statistical data mining algorithm.

Original 3-axis data were projected on to a suitable direction computed by the
Incremental Principal Component Analysis. The experimental results indicate
that the proposed methodology is capable to detect falls in real-time. In a future
work we intend to incorporate additional sensors (e.g. microphone) to improve
the accuracy of our system and enhance the smartphone application. In addition,
we will apply our methodology to public fall datasets and make a comparative
analysis with other methods.
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