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Abstract. Lasers have become one of the most efficient means to attack secure 
integrated systems. Actual faults or errors induced in the system depend on 
many parameters, including the circuit technology and the laser characteristics. 
Understanding the physical effects is mandatory to correctly evaluate during the 
design flow the potential consequences of a laser-based attack and implement 
efficient counter-measures. This paper presents results obtained within the 
LIESSE project, aiming at defining a comprehensive approach for designers. 
Outcomes include the definition of fault/error models at several levels of ab-
straction, specific CAD tools using these models and new counter-measures 
well-suited to thwart laser-based attacks. Actual measures on components man-
ufactured in the new 28nm FDSOI technology are also presented. 

Keywords: Hardware security, Fault attacks, Lasers, Fault models, Security 
evaluation, Counter-measures. 

1 Introduction 

Hardware attacks on secure integrated systems can be done by several means, includ-
ing side-channel observation (measuring e.g., computation time, power consumption 
or electromagnetic emissions) and faulty behavior exploitation. We will focus here on 
fault-based attacks aiming at retrieving some confidential information such as a pri-
vate cryptographic key stored in the circuit. One of the most efficient techniques to 
induce faults in a circuit is to use a laser [1]. 

Since the pioneer work by Skorobogatov and Anderson [2], many experimental 
works have been done on laser-based attacks on various types of circuits, including 
smartcards but also FPGAs. However, a clear view of laser effects is still lacking [1]. 
From a designer point-of-view, it is therefore difficult to understand the exact protec-
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tions ("counter-measures") to implement in a circuit, and also to identify the most 
critical parts in a given design. 

The work presented here aims at providing a more comprehensive framework to 
designers. One part of the proposal concerns the definition of models representing the 
effects of laser attacks with several levels of abstraction. The second part concerns 
specific counter-measures that can be selected to increase the robustness. The design-
er work is also supported by specific design tools. 

In this chapter, section 2 is dedicated to laser-silicon interaction. Section 3 gives an 
overview of the global modeling and design flow from a laser-based attack perspec-
tive. Section 4 summarizes results obtained by actual laser attacks, especially on 
components in the new 28nm FDSOI technology. Section 5 discusses the fault and 
error models. Section 6 is dedicated to the CAD tools and section 7 shows new coun-
ter-measures adapted to the effects of laser-based attacks. 

2 Laser/Silicon interaction 

2.1 Photoelectric effect 

When light emitted by a laser hits a CMOS device, its energy is turned into electrical 
current thanks to the photoelectric effect. Provided that the energy of the photons 
emitted by the laser is sufficient, these photons create electron/hole pairs along their 
path through the silicon (the so-called photoelectric effect). 

A current is the result of charges moving. As a consequence of the photoelectric ef-
fect, two mechanisms put the charges created by the laser in movement and therefore 
induce a transient current. A reverse biased PN junction (drain tied to Vdd, P-
substrate tied to Gnd) is taken as example in Fig. 1 to present these mechanisms.  

 
Fig. 1. The mechanism responsible for Optical Beam Induced Current [3] 

The biasing enlarges the space charge region at the interface between P and N re-
gions. As the laser beam goes through the PN junction and the silicon, it creates elec-
tron/hole pairs. Then the charges that are close enough to the junction are moved (at-
tracted or repulsed depending on the charge) by the effect of both the electric field 
and the diffusion effect. The charges that are far from the junction recombine them-
selves without any effect on the induced current at the drain of the junction. 



 

Fig. 2. Typical shape of nodal current at a p-n junction [4] 

Fig. 2 shows the typical shape of the induced transient current at the drain node creat-
ed by the laser. The electric field and the diffusion effects can be differentiated on the 
shape. The prompt collection corresponding to the electric field effect induces a high 
current during a short time. The diffusion-induced current has low amplitude that lasts 
longer than the prompt collection. This is due to the speed of the diffusion phenome-
non in silicon. 

Equation (1) represents the general equation of the current shape observed in Fig. 
2. 
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With Q the charge deposited by the laser strike, τa the collection time constant which 
is a process-dependent collection time constant of the junction and τb is the ion-track 
establishment time constant which is relatively independent of the technology. Typi-
cal value of τa and τb can be found in [6]. 

The induced current can be high enough to temporarily invert the output of a logic 
cell, thus possibly generating an error in the circuit. The following subsection details 
how faults can be generated within a digital circuit, by means of a laser injection. 

2.2 Single Event Transient (SET) and Single Event Upset (SEU) 

The mechanism by which the induced current changes a logic value is presented in 
Fig. 3. An inverter gate is taken as an example. 

Let assume the input of the inverter being equal to the logic value ‘0’, therefore its 
output being ‘1’. By assuming to be in stationary conditions, the equivalent output 
capacitance Cload (i.e., the sum of all gate capacitances of cells connected to this 
output) is fully charged. 

If a laser beam reaches the drain of the NMOS transistor in OFF mode (i.e. a re-
verse biased PN junction as exemplified in subsection 2.1), then a transient current is 
generated between the drain and the bulk node. This current makes electrons move 
from both Vdd and the equivalent output capacitance toward Gnd. 

 



 

Fig. 3. Effect of the laser-induced photocurrent (red arrows) on an inverter gate 

As a consequence, the output capacitance may be discharged provided that the photo-
current is higher than the current flowing through the PMOS transistor. The duration 
of this effect depends on the injection time. If the illumination duration is large 
enough, the output capacitance can be discharged at the point where its voltage falls 
under the threshold voltage of the next logic gates, thus causing a logic fault. 

Logic faults can have different effects based on the target cell. If the laser illumi-
nates a combinational gate (e.g. Fig. 4(a)), the erroneous transient value generated at 
the output of the gate must reach the downstream memory cell during the memoriza-
tion time-window of that cell in order to affect the circuit behavior and propagate 
through the circuit at the next clock cycle. This kind of effect is called Single Event 
Transient (SET). 

 

Fig. 4. (a) SET, and (b) SEU mechanisms 
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Conversely, when the laser bean directly affects the memory cell (Fig. 4 (b)), there are 
no timing constraints to induce an error. Indeed, the logic value stored in the memory 
cell can be directly flipped (the so-called Single Event Upset: SEU) and propagates 
through the logic during the next clock cycle. 

3 Global Flow: Overview 

     

Fig. 5. Global flow: Modeling and Design 

Modeling and design flows are illustrated in Fig. 5, resp. left and right sides. Model-
ing has to be made once for a given technology and a given spectrum of laser sources 
and parameters. In fact, some models may be re-used from one technology to another, 
but new experimental measures are required to calibrate the probability of a given 
type of fault/error, for a given source and a given technology. Low-level physical 
models (or TCAD models) are derived from the analysis of the interaction between 
the laser beam and the circuit material. Such models are very long to simulate, so 
more abstract models based on current curves must be derived in order to perform 
simulations at the electrical level. Abstraction can then be raised again at the logical 
level for gate-level netlist simulation. Finally, behavioral error models corresponding 
to data perturbations can be proposed for early design analysis. This bottom-up pro-
cess, validated by the experiments performed on real circuits, lead to a set of models 
adapted to several design steps. 

Once the models are available, a designer can perform various analyses at several 
design steps. Early analyses can be made after the Register-Transfer level description, 
using either behavioral simulation or emulation, and injecting errors corresponding to 
the behavioral models. This first analysis may allow him to quantify the probability of 
a successful attack from a functional point of view and identify some weak points in 
the design (including or not some functional counter-measures). On this basis, coun-
termeasures may be added to the design at several levels, from functional checks 
down to e.g., placement and routing constraints or sensor insertions. Further analyses 
can then be performed once the gate-level netlist is available, and then when the 
placement and routing has been done, with potentially electrical-level simulations 
using the previously developed fault models. All these steps must maximize the prob-



ability that the final qualifications made on the first product prototypes confirm a 
satisfying level of resilience against attacks. 

4 Measures on Bulk and FDSOI components 

Measures from actual experiments using a laser are mandatory to develop and assert 
the validity of physical and electrical models. Previous related work was done in or-
der to derive models of laser shots on CMOS Bulk ICs, especially on SRAM cells [7]. 
The model validity was assessed by a very good correlation with an experimental 
laser sensitivity map. 

Our current modeling work is focused on the emerging 28nm Fully Depleted Sili-
con On Insulator (FDSOI) technology. FDSOI is mainly dedicated to low-power ap-
plications and provides thanks to well biasing techniques the ability to optimize dy-
namically the circuit’s speed versus its power consumption [8]. FDSOI is also ex-
pected to bring reduced sensitivity to laser attacks due to the thin oxide box that iso-
lates the channel of transistors from their wells [9]. This feature of FDSOI transistors 
is illustrated in Fig. 6, in which the cross sectional view of both NMOS and PMOS is 
drawn. 

 

Fig. 6. Cross sectional view of NMOS (left) and PMOS (right) regular Vt transistors in 28nm 

FDSOI technology (note that dimensions are not drawn at scale for readability pur-
poses).FDSOI transistors are built on a thin isolation box (less than 30 nm) that iso-
lates their channel and diffusions (both source and drain) from the corresponding 
well. The channel of 28nm FDSOI transistors is made of intrinsic silicon; its thickness 
is less than 10nm. As a consequence, because of the isolation box, charge carriers 
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induced by a laser shot outside the transistor cannot contribute to a transient current at 
the origin of a SET or SEU. Only charge carriers induced inside a transistor, which 
has a reduced volume, may create a transient current. The related phenomenon is 
significantly different from that described in Fig.1 for bulk CMOS, for which charge 
carriers induced outside the transistor itself may contribute to the photocurrent. As a 
result, the induced photocurrent should be reduced both in magnitude (fewer charges 
are collected) and in time (because the diffusion component of a photocurrent, as 
drawn in Fig. 2, will not be collected due to the isolation box). 

For the purpose of validating the assumption of reduced laser sensitivity of FDSOI 
technology and of building a simulation model we measured the laser-induced photo-
current on FDSOI test patterns (transistors of various types and sizes). We used the 
following laser settings: 1064nm wavelength, 20 µs pulse duration, 5 µm spot diame-
ter and backside illumination. 

 

Fig. 7. Laser induced photocurrent magnitude [µA] in the drain diffusion of transistors #1 and 
#2 in OFF state as a function of the distance [µm] between the laser spot and the transistor’s 

center 

We report here the experiments carried out on two thick oxide high voltage NMOS 
transistors denoted #1 and #2 hereafter. Transistor #2’s area is three times that of 
transistor #1. The transistors were biased in OFF state: Vdrain=1.8V, 
Vsource=Vgate=VPwell = 0V. The laser pulse power was set to 855mW. We measured the 
peak magnitude of the photocurrent pulse induced by a laser shot in the drain of the 
transistor as a function of the distance between the laser spot and the center of the 
transistor. The corresponding curves are given in Fig. 7. The maximum magnitude is 
found for a laser spot located on the transistor’s center (distance equals to zero in Fig. 
7): 8µA for transistor #1 and 27µA for transistor #2. Then, as the distance is in-
creased, the current magnitude decreases. It tends almost toward zero after ten mi-
crometers. 



These results illustrate perfectly the main features of laser-induced photocurrents in 
FDSOI: (a) the photocurrent magnitude is significantly lower than that induced in 
Bulk CMOS transistors which would be close to the mA range for these laser settings 
[10], and (b) as a consequence of the isolation box, the photocurrent is halved for a 
distance of approximately 4µm (the laser spot diameter is 5µm), while it takes several 
tens of µm to halve the photocurrent in the case of a transistor in the Bulk technology 
[10]. 

According to these results, a lower sensitivity of FDSOI technology to laser attacks 
may be expected. However, an experimental validation on complex ICs is still need-
ed. 

5 Models: from Physical-Level to Behavioral-Level 

5.1 Physical-level 

Laser effects on electronics are very similar to effects induced by radiations in the 
sense that both laser and radiations generate electron-hole pairs in the semi-conductor; 
the charges are transported into the media and are collected at the electrodes of the 
device. In order to model these phenomena, a tool called "MUSCA SEP3" (MUlti-
SCAles Single Event Phenomena Predicted Platform) has been developed and is de-
tailed in [11]. It is based on a Monte Carlo approach, and consists in sequentially 
modeling all the physical and electrical mechanisms. 

In the laser attack framework, but also for heavy ion effects in nano-scales tech-
nologies, a very important contribution concerns the accounting for the carrier/charge 
track structure. Pulsed lasers generate electron-hole pairs by photo-ionization process; 
the ionizing mechanisms are addressed in detail in [12]. If linear absorption in semi-
conductor is considered (low doping level), the linear transfer energy (LET) can be 
de-fined by the equation (2): 
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α is the absorption coefficient in cm-1, λ is the pulsed laser wavelength in nm, Ee/h is 
the energy required to induce an electron-hole pair in eV, ρ is the Si density in 
mg/cm3, h is the Planck constant, c the light velocity and Elaser the laser energy. Equa-
tion (2) allows for calculating the LET as a function of the depth penetration z. Since, 
differently from particles, laser beam does not have a punctual effect, it is necessary 
to define the radial deposition of the charges. Thus, the equation (3) describes the 
radial profile of the deposited charge: 
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ωo is "beam waist" i.e. the beam width for the focalization point (z = zo) and n is the 
refraction index. Thanks to equations (2) and (3), it is possible to describe the 3-
dimensionnal charge deposition on the semi-conductor material. The next step con-
sists in modeling the transport-collection physical mechanisms to deduce the transient 
pulse. Carrier generation and transport in the silicon active area is the most important 
part of the simulation flow and significantly influences the accuracy of collection-
charge assessment. The transport/collection physical model is based on the dynamic 
coupled ambipolar diffusion and collection velocity. The approach is based on charge 
sharing rules, which depend on the distance from strike location to collection volume, 
the local electric field, and the process parameters (substrate/well doping). 

Required information is directly extracted from layout files in GDS format and 
mainly includes areas and positions of the active layer. The representative 3D struc-
ture for Monte-Carlo simulation only contains N and P active junctions (drains and 
sources) of the design. The global collection volume takes into account the depletion 
capacitance of Drain and Source-Substrate junction. Fig. 8 illustrates the GDS extrac-
tor applied to a NAND cell (0.35-µm technology). The GDS extractor allows deduc-
ing from the GDS file, the STI, the well locations and all active junctions.  
 

 

Fig. 8. GDS extractor applied to academic NAND cell  

Transient currents issued from physical model can be injected on each collection 
node, i.e., the drain of each transistor. Doing so, the electrical model of the transient 
pulses can be associated with the circuit netlist. The link between the layout and the 
netlist is performed in our flow thanks to the "Calibre" tool [13]. 

5.2 Electrical -level 

Transient currents issued from physical model can be injected on each illuminated 
collection node (transistor drains or sources). Doing so, the electrical model of the 
transient pulses can be associated with the circuit netlist. The link between the layout 
and the netlist is performed in our flow thanks to the "Calibre" tool from Mentor 



Graphics. According to this physical-level model, the laser effect is modeled at elec-
trical level as a plug-in current source for each illuminated junction. The model is 
depicted in Fig. 9. 

 

Fig. 9. Simple electrical model for a large spot laser-induced fault 

In order to link the physical-level models and the electrical-level models for simula-
tion purpose, a database was developed; each file corresponds to a standard cell in a 
given library and to a laser configuration data (energy, spot size). In each file, the 
transient current pulses I(t) are enumerated for each collection zone according to the 
position of the laser (dpn_d, dpn_s) for each logic state of the standard cell. 

5.3 Logical level 

The eventual effect of a current injection at electrical level in a digital circuit is a 
modified logic signal during a period of time related to the exposure time, the so-
called transient fault. The propagation of the fault and the final consequences on the 
circuit behavior can then be analyzed using logic-level simulations. A multi-level 
fault simulator has therefore been implemented and will be described in section 6. 

5.4 Behavioral Level 

Finding design flaws late in the design flow is costly and strongly impairs the global 
development time. Evaluating the resilience of a given architecture at early design 
steps is therefore suitable. In most cases, such evaluations start at Register-Transfer 
Level (RTL) in order to benefit from a precise view of the registers in the design; 
higher-level descriptions are too abstract to clearly identify the real hardware that will 
be implemented in the circuit. 

Early identification of design flaws can be achieved by using fault injection tech-
niques [14]. At that level, the final design structure is not known so only errors in 
registers can be injected. The evaluation is meaningful only if errors injected at design 
time are actually representative of errors induced during a real attack. Also, evalua-
tion time is limited so it is mandatory to trigger fault injection campaigns on reduced 
but significant sets of errors, including single-bit and multiple-bit error models. 



Single-bit Errors.  
A very usual assumption consists in modeling the effect of laser shots as bit-flips. 

However, some previous work reported that bit-flips are not necessarily an adequate 
model. 

Previous work [15] has shown that, at least in some experimental conditions, er-
rors are unidirectional. Bits are in that case always modified in the same manner, 
setting them to either zero or one. Such effects lead to the error models called bit-reset 
or bit-set. It means that more or less bits will be sensitive to the perturbation, depend-
ing on the current state during the attack. The choice of the model may therefore have 
an impact on the resilience evaluation. Part of our work therefore aimed at identifying 
the impact of a given error model on the accuracy of early security evaluations w.r.t. 
differential fault attacks. 

Fault injection experiments were defined on the basis of a simple circuit example, 
implementing a 16-bit sequential integer multiplier. This circuit is part of those cur-
rently manufactured in 28nm technologies within the project LIESSE, and will be 
used in further work to compare in details early analyses with the consequences of 
real laser attacks. No error detection or tolerance mechanism is implemented in this 
circuit. Errors can therefore either be silent, or lead to computation errors (or crashes). 
The external communication protocol is based on handshake so the differences in 
computation time are not taken into account for the classification; only the result val-
ue is checked. Crashes were very few so they will not be explicitly discussed. 

Exhaustive single-bit error injections have been performed (in all flip-flops, at 
each clock-cycle, so a total of 11,410 injections) using the functional test bench used 
for validation of the circuit, then several similar test benches with random multiplica-
tion operands. 

The first outcome is clearly the impact of the circuit state on the difference in the 
percentage of computation errors for the 3 models (bit-flip, bit-set, bit-reset). For this 
particular example with the validation test bench, bits are more often at zero than one 
so the bit-reset model leads to noticeably more "non-injected" errors, i.e. injections 
that do not modify the flip-flop contents. About 3500 single-bit error injections have 
no impact for the bit-set model, while near 8000 injections have no impact for the bit-
reset model. 

The second outcome is related to the use of the fault injection results. Considering 
the total number of injected errors, bit-flips are the most critical errors with 40.1% 
computation errors, while the bit-reset model only leads to 5.9% computation errors 
and the bit-set model leads to 34.3% computation errors. However considering only 
the actual bit modifications obtained during the campaign, the most critical injections 
correspond to bits forced at one, with 49.5% computation errors in that case (while 
the percentage is 19.6% for bits forced at zero). 

When using random multiplication operands, the percentages are different, but the 
qualitative comparison of the three models is the same. 

Table 1 illustrates a more detailed view, analyzing each register independently. 
The register criticality level is obtained with respect to the percentage of computation 
errors recorded after an exhaustive fault injection campaign with each of the error 
models. The percentage of computation errors noticeably differs from one model to 



the other. However, the classification in terms of criticality only slightly differs for 
the functional test bench. In all cases the state register (storing the current state of the 
Finite State Machine) is the most critical. After that, two groups of registers can be 
identified (Acc/MQ and Counter/B) with some inversions between bit-set and bit-
reset. With random operands, results are similar for bit-flip and bit-reset, but slightly 
different for bit-set since the counter becomes the most critical register when "non-
injected" errors are not considered. 

Table 1. Classification of Internal Register Criticality for Single-bit Error Injections (Excluding 
"Non injected" Errors) – Multiplier, Functional Validation Testbench 

Criticality level bit-flip bit-reset bit-set 
1 State State State 
2 Acc Acc Acc 
3 MQ MQ MQ 
4 Counter B Counter 
5 B Counter B 

 
The choice of the right model to select for early fault injections therefore depends 

a lot on the designer intents. The bit-flip model creates more actual errors in the cir-
cuit but is more independent of the application characteristics. If those characteristics 
have to be taken into account, and if experiments have shown the feasibility of bit-set 
or bit-reset errors for a given technology, those models may lead to more accurate 
results, with in some cases significant differences in the error percentages. If the goal 
is to identify the most critical registers, the three models may lead to very similar 
results, at least for our case study, and in that case the bit-flip model may lead to more 
efficient fault injection campaigns. 

Multiple-bit Errors.  
One of the key benefits of a laser source, as a tool to perform fault-based attacks, 

is its high precision locality, although a single laser shot may generate either single or 
multiple faults inside an integrated circuit. These characteristics must be taken into 
account by an RTL laser fault model assuming multiple-bit errors. Usual methods 
based only on fault injections for a given maximum error multiplicity are quite time-
consuming and do not take into account the locality characteristics. Although at RT-
Level it is not possible to precisely know the final placement of the element, it is pos-
sible to evaluate proximity on the basis of functional relationships. 

There are two different categories of faults that can finally affect the circuit and 
potentially create an error. A fault may originate either from the combinational part or 
it can be directly injected inside a flip-flop (FF). Our proposed approach is attempting 
to unify these two different ways of introducing faults by modeling faults injected into 
the FFs of the design. 

Our approach, as described in [16], makes use of a logic cone partitioning meth-
odology, capable of introducing the notion of locality to an early RTL analysis includ-
ing the ability to model multiple faults. The developed tool uses the elaborated RTL 



netlist of a behavioral (VHDL) description. The elaborated netlist and its analysis are 
obtained thanks to the Verific front-end API [17]. As shown in Fig. 10, the circuit 
under analysis is partitioned into intersecting functional blocks of combinational log-
ic, called logic cones. Each cone starts from FFs of the circuit and/or primary inputs, 
and ends to another FF and/or a primary output. 

 

Fig. 10. Logic cone partitioning of the elaborated netlist 

Given a subset of the circuit, assumed as the area under attack, we are thus able to 
determine the sequential elements that may potentially contain an error. 

Initially each attack is assumed to impact an entire logic cone and the application 
generates for each cone under attack a set of FFs that may potentially capture a fault. 
In a second step, depending on the results, this assumption can be modified to better 
focus laser attacks in suppressing some logic dependencies. Since we are able to 
know the functional relationship between the FFs of the design, we can also deduce 
information about the FFs that are likely to be attacked concurrently by a single laser 
shot, because of their potentially adjacent placement later in the design flow. 

The method leads to the creation of a fault space with varying multiplicities for 
each attack depending on the functional relationship between the cone under attack 
and all the remaining cones of the circuit [18]. For example in Fig. 11, when Cone 2 
is under attack, its fault set includes FFs: 1, 2 and 3; when Cone 3 is affected, the 
corresponding set includes FFs: 2, 3 and 4. These sets are also referred to as "cone-
attack sets". 

 

Fig. 11. Determination of FFs in a “Cone-attack set” 



Then, multiple-bit errors are injected into each cone-attack set. Our results show that 
the approach achieves a noticeable reduction of the size of the fault space, compared 
to random exhaustive multi-bit fault approaches, without even considering a maxi-
mum multiplicity for each attack. This way we can save computational resources for a 
fault injection campaign and, at the same time, take into account faults that are more 
realistic when we model a localized laser attack. Errors are injected into the FFs of the 
design so the approach is compatible with fast emulation techniques that can be very 
useful for an RTL evaluation. 

As an example, Fig. 12 shows the sets obtained for the 128-bit datapath of an AES 
crypto-processor. The largest cone-attack sets include 62 FFs so errors with a maxi-
mum multiplicity of 62 may be injected for those sets. On the opposite, for all sets 
with only one FF, single-bit error injections are sufficient. In the classical approach, 
the maximum multiplicity would be defined more arbitrarily and errors would be 
injected randomly in the global set of 512 FFs. 

Fig. 12. Size of AES data path cone-attack sets 

6 CAD Tools 

The proposed security-evaluation flow is supported by several tools dealing with dif-
ferent abstraction levels. First, the databases of induced currents is generated using 
the MUSCA SEP3 tool on every standard cell, then the Calibre tool is used to transfer 
this information on the netlist of the circuit under evaluation as presented in section 
5.1 and 5.2. 

Developed on the basis of the 0-delay simulator LIFTING [19], tLIFTING (timing 
LIFTING) [20] is an open-source fault simulator for single/multiple stuck-at faults, 
single/multiple upsets and single/multiple transients faults. The tool allows 0-
delay/delay-annotated logic-level simulations and transistor-level fault simulation for 
digital circuit described in Verilog. Cooperating with a set of sub-tools, this simulator 
is able to perform transistor-level simulations based on the laser-induced fault model 
(current curves) and then further logic-level simulation for the whole circuit in order 
to analyze propagations of transient misbehaviors. As an open-source tool, it was 
expanded to read the database generated by MUSCA SEP3. Fig. 13 shows how these 
tools interact with each other to produce simulation reports of laser-induced faults. 



The simulation process is illustrated in Fig. 14: starting from the laser’s parame-
ters (size, position, power) and circuit layout information, affected PN junctions are 
located as sub-circuit in the design, and corresponding I(t) curves are extracted from 
the database. The corresponding electrical fault models are injected into the affected 
sub-circuit at transistor-level description. Then the whole system is simulated at logic-
level in order to compute the sub-circuit input waveforms during the whole external 
perturbation. This information is then provided to the electrical-level simulator in 
charge of the simulation of the sub-circuit in order to simulate the electrical perturba-
tion. After electrical simulation of the affected gates, if the perturbation changes the 
state of circuit nodes, these new values are translated to logic-level for finishing the 
fault simulation at logic-level. 

 

Fig. 13. From physical-level to logic-level laser-induced faults simulation 

 

Fig. 14. The multi-level laser-induced fault simulation process 



At higher level, prototyping platforms are used in order to evaluate early in the design 
flow the functional consequences of errors. These platforms are based on commercial 
FPGA development boards, but specific tools have been developed in order to man-
age the injection process. Platform examples are cited in [21]. 

7 Counter-Measures 

Several types of hardware counter-measures are developed in order to improve the 
circuit resilience to laser-based attacks. The existing counter-measures can be classi-
fied as technological counter-measures (such as metal shield), redundancy-based 
counter-measures for error detection (e.g. [22][23][24]), detector-based counter-
measures which focus on fault detection (e.g. [25][26]). In this chapter, we detail a 
counter-measure based on laser beam detection, i.e. a detector-based approach. The 
principle consists in designing a cell with higher sensibility to laser attack than any 
other cell in the library, and then to spread several instances of that cell over the de-
vice in order to trigger an alarm wherever the laser beam hits the circuit. 

7.1 Structure of the Detector 

We choose an inverter as detector because of its small size compared to other cells. 
When both its NMOS and PMOS transistors are affected by a laser spot, the ampli-
tude of the transient current pulse Iph_out on the inverter output is the difference 
between the photocurrents generated in both transistors: Iph_out = Iph_dp - Iph_dn 
(Fig. 15(left)). When the inverter input is set to 1, transistor PMOS is OFF, transistor 
NMOS is ON, a positive current pulse Iph_out can be observed at the cell’s output 
due to the laser attack. When Iph_out is large enough, the inverter output switches 
temporary from 0, the fault-free state, to 1, and this transition can be used to propa-
gate an alarm signal (laser attack detection). 

In order to improve the detection of a laser shot thanks to such inverter-based light 
sensor, and make the sensor more sensible than any other gate in the design, we must 
increase Iph_out on the sensor output. We thus propose to design a new inverter from 
the regular INV2 cell of the working library (AMS C35 technology) such that Iph_dp 
increases, Iph_dn decreases, and thus Iph_out increases.  

  

Fig. 15. (left) Laser-induced effect in an inverter, and (right) Inverter-based detector cell 
S_INVP3 



For that, we combined a large PMOS transistor with a small NMOS one. We designed 
a new cell from these two transistors, the S_INVP3 inverter shown in Fig. 15 (right). 
The ratio of the P+/N- and N+/P- junction areas in this new cell is now 48:5 instead of 
8:5 as in the original standard inverter INV2 of the target library. As detailed in [27] 
for logic gates, and in [7] for SRAM cells, the photocurrents Iph_dp and Iph_dn being 
proportional to the area of the junctions, this new area ratio between the inverter’s 
PMOS and NMOS transistors allows us to increase Iph_dp compared to Iph_dn and 
thus to increase Iph_out. The proposed invertor-based sensor is thus more sensible 
than the original cells (see Fig. 16 for comparison between several cells). 

Similarly, we elaborated another sensor named S_INVN3 for which the ratio of 
the P+/N-well area and N+/P-sub is 8:30. Conversely to the S_INVP3 detector, the 
S_INVN3 input must be set 0 (P transistor ON, N transistor OFF) so that a laser beam 
provokes a negative pulse on the detector output that switches temporary from 1 
(fault-free state) to 0 (transient fault used to detect the laser attack). Since detector 
cells have the same height as other standard cells, they can be easily integrated into 
the design. 

7.2 Detector Sensitivity 

Fig. 16 shows for several cells the minimum current density required for different 
laser pulse duration in order to temporarily switch the cell output. These results were 
obtained from models and tools developed in the framework of the LIESSE project. 

 

Fig. 16. Minimum current density for transmissible or detectable transient pulse (mA/µm2) 

Clearly, the two proposed detectors are more sensitive to laser illumination than other 
standard cells thanks to the proposed (over)sizing of the PMOS (resp. NMOS) net-
work compare to the NMOS (resp. PMOS) network in the proposed S_INVP3 (resp. 
S_INVN3) sensor. On average, the S_INVP3 is 6.5 times more sensitive than a 
NAND2 gate with input values set to "10", and 18.9 times more sensitive than this 
NAND2 gate when its input values are set to "11". For S_INVN3, these ratios are 
5.1:1 and 15.1:1. 



7.3 Insertion of detectors in the design 

The principle is to spread detectors in the layout such that any spot location is detect-
ed by one or several detectors, and the detection signal is not masked by other detec-
tors. For gathering all detector signals to a single detection flag, the detectors are 
combined into a chain-based structure as shown in Fig. 17. In this example, 4 chains 
have been built and connected to the flag FF thanks to a NOR gate. 

 

Fig. 17.  The detector chain structure for injected fault detection 

As an example, when this detector-based countermeasure is applied for protecting a 
substitution-box of an AES co-processor, the area overhead is of 4.17% of the original 
substitution-box. We performed 2000 laser-induced-fault simulations on that exam-
ple. In each experiment, the location of the laser spot and the circuit input patterns 
was randomly chosen. The laser spot diameter was assumed to be 40µm, i.e. covering 
20 standard cells, and the current density was set to 0.08mA/µm2. From these simula-
tions we obtained 3.1% of error rate on the substitution-box and 100% of detection 
rate (non-detected error: 0%) thanks to the extra INV-based detectors. 

8 Conclusions 

This paper summarizes the main results obtained so far in the LIESSE project. Work 
is on-going to refine the tools and compare their outcomes with actual attacks on bulk 
and FDSOI prototypes. 

FDSOI is often introduced as a technological answer to radiation effects and also 
to laser-based fault attacks [8, 28] due to the thin box that isolates the CMOS transis-
tors from their wells. To date, an experimental validation of these expectations is still 
pending. We brought to the reader attention the first results we have obtained on iso-
lated NMOS transistors (at 28nm technology node) that tend toward proving this as-
sumption. The magnitude of the laser-induced photocurrents in FDSOI transistors was 
found significantly lower than that induced in bulk transistors. However, we also find 
out that the effect area of a laser spot is reduced for FDSOI. This may be worrying 
because it may help an attacker to restrict fault injection to a few bits, thus making it 
easier to fulfill the fault models required for differential fault attacks [29]. However, 
these first results and assumptions must be corroborated on ICs at the state-of-art 



complexity: our next research work will be to compare the laser-fault sensitivity of 
two CMOS 28nm circuits embedding a hardware implementation of the AES crypto-
algorithm respectively in FDSOI and bulk technologies. If full immunity seems out of 
scope, we nonetheless expect a reduced laser sensitivity of the FDSOI devices. 

Models and tools are now available for simulation of laser-silicon interactions from 
low levels, for better precision on the interaction, to high levels, for dealing with large 
devices. 

A laser-induced transient pulse model was proposed at physical level including the 
laser interaction in Silicon step, the carrier transport and charge collection mecha-
nisms. This physical model calculates the transient-current response based on the 
underlying physics phenomena (field modulation, multiple-node charge, diffusion) 
and laser characteristics as the wavelength, the energy, the focalization properties and 
the size beam. A GDS extraction process allows for identifying the collection area in 
the circuit design, and transient-currents issued from physical model can be injected at 
circuit level. The first results on isolated N and PMOS transistors at 28nm technology 
node were obtained. Transient-current characteristics were compared for modelling 
and experiment results (as function of laser properties), first results are satisfactory. 
The short-term perspectives will be to use the physical model for FDSOI and bulk 
technologies on more complex circuits. 

Results obtained on RT-level fault injections based on emulation show that the 
choice of the error model has noticeable effects on the early predictions made at de-
sign time. Bit-flip injections lead to more injected errors, but bit-set or bit-reset injec-
tions can have more impact when effective. The choice of the model therefore de-
pends on the injection campaign objectives (qualitative or quantitative) and also on 
the knowledge of the technology and on the application execution, leading to more or 
less 0's and 1's in registers. Laser-based experiments on the LIESSE demonstrators 
will allow to better decide about the model to select. 

For designers, performing fault effect analysis early in the design flow is a must. 
This early analysis can avoid time consuming and very expensive design re-spins. We 
thus propose a way to extract security-related information from RTL descriptions, 
particularly a list of Flip-Flop sets potentially affected at the same time by a laser shot 
according to the laser locality characteristics. This high-level fault injection approach 
is more realistic than the usual random multi-bit fault injection approach used in the 
literature. However our approach assumes that each laser spot impacts concurrently 
one entire single RTL cone and, therefore, all its intersecting cones. In our next work 
we will show the extent of the validity of this assumption by comparing the sets of 
Flip-Flops extracted from the RTL circuit description, and supposedly affected by the 
same laser shot, with the Flip-Flop sets arising from local attacks on the finalized 
layout of a circuit. 
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