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Using Fractional Calculus for Cooperative Car-Following Control

Carlos Flores, Vicente Milanés, Fawzi Nashashibi

Abstract—The Cooperative Adaptive Cruise Control (CACC) is one of the most promising aiding systems to improve traffic flow in highways. When it comes to design a proper control algorithm, robustness against non-modeled dynamics and noise plays a key role not only for improving controller performance but also for increasing the ability of handling heterogeneous vehicle strings. This paper proposes a fractional order controller that is able to deal with non-modeled dynamics whereas keeping simplicity and a low computational cost. System robustness and string stability responses are analyzed for a string of six vehicles, showing a good performance.

I. INTRODUCTION

Traffic flow capacity in urban and peri-urban areas have significantly increased in recent years. The increment in the number of vehicles together with the infrastructure limitations are causing multiple traffic jams, affecting drivers’ daily life. Several solutions to this problem have been proposed, such as the employment of Vehicle Ad Hoc Networks to propagate traffic information among the vehicles and also traffic prediction algorithms with In-Car advice to the driver. Both systems are mainly related to infrastructure adaptation by controlling traffic flow, being able to update intelligent traffic panels for a dynamic maximum vehicle speed in each road depending on the traffic flow.

From the vehicle control perspective, automated speed control systems are a suitable solution to deal with these traffic flow problems. For instance, cruise control system (CC) is a commercial feature whose main purpose is maintaining the vehicle speed in a more stable way than a common driver would. However, it loses its benefits in urban environments where continuous speed changes occur. Therefore, an improved version of the CC, the adaptive cruise control (ACC), proposes an approach to car-following systems which adapts the ego vehicle speed, maintaining a fixed headway time gap with the preceding car by measuring the relative distance between the two vehicles using a front range sensor.

In the recent years, the inclusion of the V2V and V2I communications in the transportation sector has allowed multiple applications to enhance the traffic and road safety. For example, an improved version of the ACC system, the Cooperative Adaptive Cruise Control (CACC), has demonstrated that by adding communication links between ACC-equipped vehicles, shorter inter-distances can be achieved. This yields an increase in traffic throughput, and if the distances are short enough, the aerodynamic drag is significantly reduced (specially for heavy duty trucks).

Different CACC implementations have been carried out in recent years. Most of the proposed approaches have been focused on different type of integer-order robust controllers; but other techniques as MPC or even fuzzy logic have been proposed to provide stable CACC algorithms.

Focusing on robust controllers, it can be found that up to 95% of current control systems are based on PID controllers, providing robustness whereas keeping the tuning simplicity. Their main limitations arise by the fact that the controller design assumes integer order models that might be far from the real system response. To cope with this limitation, fractional order calculus has surged recently as a powerful control technique to deal with some of the limitations of PID controllers, whereas keeping the simplicity in terms of computational cost. Some recent examples for fractional order adaptive cruise control applications outperforming classical approaches, can be found in [10], [11].

This article presents a fractional order controller approach that allows a ACC-equipped vehicle, with V2V communication, to smoothly maintain the distance gap respect to the preceding vehicle. It will also be evaluated the performance of the proposed controller when implemented in a string of CACC-equipped vehicles.

The rest of this work is presented as follows. Section II reviews the mathematical tool fractional order calculus, its theory and applications. A description of the problem, including the spacing policy and the control structure for the CACC car-following is carried out in section III. Next, the controller design procedure is detailed in section IV. Later, the results for the developed controller with the string stability study are presented in section V; finally some concluding remarks are given in section VI.

II. FRACTIONAL ORDER CALCULUS THEORY

Integer order calculus (IOC) has always been the most used tool for representing models, systems and controllers in all applied sciences. Nevertheless, it is required to have a more accurate and close-to-reality representation/modeling of real processes to satisfy more strict requirements, and for doing so, a new calculus tool must be considered.

Due to this exigency, and taking as a consideration that not all systems can be generalized to derivatives and integrals of integer order; in the 17th century Leibniz and L'Hôpital raised the question of having a non integer differential order. But it was in the 19th century when eminent scientists like Euler, Laplace, Fourier among others; discussed the possibility of extending the expression (1) for non integers orders $“α$". The first real application of the fractional order calculus was made by Abel in 1823, when he discovered

that the solution for the integral equation for the tautochrone problem could be obtained through an integral in the form of derivative of order 1/2.

\[ aD^\alpha_t = \begin{cases} \frac{d^n}{dx^n} = 1 & \rightarrow \Re(\alpha) > 0 \\ 1 & \rightarrow \Re(\alpha) = 0 \\ \int_a^t (d\tau)^{-\alpha} & \rightarrow \Re(\alpha) < 0 \end{cases} \] (1)

It introduced the real order generalization of the integer order calculus, which allowed to model the voltage-current relation of a semi-infinite lossy RC line, or the heat diffusion into a semi-infinite solid as well.

To implement the fractional order calculus, it is required to define an operator that allows non integer differentiation. The most widely known definition for this operator was proposed by Riemann-Liouville [13], which can be appreciated in equation (2) for \((n - 1 < \alpha < n)\). It can be appreciated that this expression is defined by the convolution operator, which refers to memory phenomena.

\[ aD^\alpha_t = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dx^n} \int_a^t \frac{f(\tau)}{(t - \tau)^{n-\alpha}} (d\tau), \] (2)

In this expression, the term \(\Gamma(n)\) corresponds to the Euler’s gamma function. Even though this function has been widely accepted, the initial conditions have no simple physical interpretation. For this reason, the mathematician Caputo [14] proposed the fractional-order differential operator (see equation 3), where initial conditions like \(y(0) = y_0, y(\alpha) = y_1\) can be easily interpreted; and \(m\) is a natural number immediately superior to \(\alpha\), i.e. \((m - 1 < \alpha < m)\).

\[ aD^\alpha_t = \frac{1}{\Gamma(m - \alpha)} \int_0^t \frac{f(\tau)}{(t - \tau)^{m-\alpha+1}} (d\tau), \] (3)

Most of all applied sciences fractional order implementations use the operator introduced by Caputo, due to the practicality of the initial conditions interpretations that it allows. This expression can also be interpreted in the frequency domain through the Laplace or Fourier transform as well, since several applications in system and process engineering are analyzed in this domain.

\[ \mathcal{L} \{aD^\alpha_t\} = s^\alpha F(s) \] (4)

In the last decades, the employment of this mathematical tool has grown in the fields of feedback/feed-forward control, signal processing and systems theory; due to the accurate representation of nature process and the flexibility that it provides for designing systems.

A. Fractional Order Controllers Review

A literature review shows that multiple control techniques are based on integer order calculus, such as Proportional-Integral-Derivative calculation [9] or Linear Quadratic Regulation [15] among others. They have provided robust solutions to industrial control problems, but the increasing technology and systems complexity, demands more exigent solutions relating to the ones most commonly used. Among the fractional order controllers, it can be found that several implementations have been developed with great results [16], in this section it is presented a brief review of some non integer order control techniques.

1) CRONE: The idea of designing fractional order system to control a dynamic system, was introduced by A. Oustaloup [17] with the CRONE (in french, Commande Robuste d’Ordre Non Entier). For the first generation of the CRONE strategy, its main purpose was to reduce the phase margin variations of the system open loop response.

On the other hand, the main objective of the second generation of the CRONE approach is to directly cancel the phase variations in the gaincross frequency, by ensuring the so-called fractal robustness. To satisfy this requirement, two conditions must be accomplished: a vertical template formed by the open loop Nichols chart, between \(-\pi/2\) and \(-\pi\) for the nominal parameters of the plant; and the sliding of the template when the plant is re-parametrized.

The frequency template of the transmittance, i.e. sensitivity function, is given by the function (5), where the \(\arg(\beta(j\omega)) = -\alpha\pi/2\) with \(1 < \alpha < 2\), which results in a Nichols chart with a vertical line that crosses the axis in \(-\alpha\pi/2\). This allows the sliding of the system in this straight line when the system parameters vary due to changes in the dynamic behavior, and increases the robustness against plant variations. This fact, explains the main objective of the control design proposed by the CRONE technique, which is to approximate the system open loop response to the frequency template of the transmittance function given by \(\beta(s)\).

\[ \beta(s) = \left( \frac{1}{\tau s} \right)^\alpha = \left( \frac{\omega_c}{s} \right)^\alpha \] (5)

Finally, assuming that a negative feedback and cascade control architecture is employed, the transfer function for the controller \(C(s)\) is obtained from the expression (6), where \(G_p(s)\) is the plant that is going to be controlled.

\[ C(s) = \frac{\beta(s)}{G_p(s)} \] (6)

Numerous applications of this technique has been carried out, such as car suspension control, hydraulic actuators, among others; bringing great results due to the robustness that this technique provides against model uncertainties or variations.

2) TID Controller: The Tilt-Integral-Derivative Controller [18] proposes a controller that is a modification of the classical Proportional Integral Derivative controller that has provided good results among the years. It has the advantages of the PID controller scheme, but the proportional term is substituted by a tilted compensator whose transfer function is \(s^{-\frac{\alpha}{2}}\), (where \(n\) is a real number usually between 2 and 3) in order to get a response that is reasonably closer to the theoretically optimal Bode response. This compensator is referred as “Tilt”, as it provides a feedback gain as a function of frequency which is tilted with respect to the
for the good results it has provided [22]; consequently, this is the selected approach that will be further developed in this work.

III. PROBLEM DESCRIPTION

As it was previously stated, CACC systems deal with tighter car-following distance by adding V2V communications whereas a string stable response is obtained. A literature review shows different approaches when developing CACC algorithms, being the most used the robust integer order controllers. For instance, [23] presents a control structure with an integer order PD controller. This proposed structure is used in this paper as a basis for designing the CACC fractional order controller. Before explaining the controller design procedure, the spacing policy that the ego-vehicle will employ to generate the reference inter-distance is described.

A. Spacing Policy

Different approaches for spacing policies have been proposed in the literature [24], depending on the application upon which it will be implemented e.g. platooning, ACC or CACC. Two main types of spacing policies can be distinguished, the first is the constant spacing policy. This approach has been mostly used for truck or vehicle platoons, where the relative speeds are not considerably high and it is possible to maintain really close inter-distances without any interaction with other lanes. The second type of spacing policy, provides a more flexible conception because it permits to have a variable inter-distance that is function of the headway time. A comparative between this techniques is presented in [25]. The latter approach is selected in this work.

Headway time spacing policy (see figure 2) proposes having a fixed distance $d_{std}$ added to a variable factor composed by a headway time gap $h_{time}$ multiplied by the ego-velocity $v(t)$ (see equation 9).

$$d_{ref} = d_{std} + h_{time} \cdot v(t); h > 0 \quad (9)$$

$$e_i = d_{read} - d_{ref}; \quad (10)$$

B. CACC Control Structure

The main objective of this paper is to propose a novel fractional CACC controller based on fractional calculus. The CACC control structure is adopted from [26] where a feed-forward control algorithm using an integer order PD controller in the feedback loop was proposed. Figure 3 shows a block diagram representation of the CACC system.

For our desiring purposes, the vehicle model proposed in [26] was used. According to Fig. 3, $Gp(s)$ refers to the gain/frequency of a conventional compensation unit; which is a consequence of having a fractional order integrator. This configuration allows to maintain the system stable under disturbances, even during parameter variations and it can be easily tuned as well.

3) $PI^\lambda D^\mu$ Controller: The PID controller has been widely used for industrial applications providing good results, and based on that, I. Podlubny [19] proposed to take advantage of the fractional order calculus to get a real order generalization of the PID controller. In the equation (7), it can be seen the transfer function of the controller in the frequency domain.

$$C(s) = \frac{E(s)}{U(s)} = Kp + Kd \cdot s^\mu + Ki \cdot s^{-\lambda}; (\lambda, \mu) > 0 \quad (7)$$

The time domain interpretation of the $PI^\lambda D^\mu$ controller can be appreciated in the equation (8), where $D$ is the differential operator proposed by Caputo.

$$u(t) = Kp \cdot e(t) + Ki \cdot D^{-\lambda} e(t) + Kd \cdot D^\mu e(t) \quad (8)$$

The capability of modifying the order of the differential and integral operator, provides a more accurate time and frequency response since it has up to five tuning parameters [20]. The variation of both orders gives as a result the complex plane showed in figure 1, where by setting both $\lambda$ and $\mu$ as 1, a classical PID controller is obtained.

The $PI^\lambda D^\mu$ controller takes advantage of the following features to permit a more accurate frequency response based design:

1) The phase delays or phase variation rate per decade can be varied in the range $[-\pi/2, \pi/2]$. For the differential operator, it provides a positive phase increment rate of $\frac{\mu \pi}{4}$ rad/sec; while the integral operator contributes with a negative phase delay rate of $\frac{\lambda \pi}{2}$ radians per decade.

2) Regarding the magnitude increment/decrement that the differential and integral operator introduce, with this generalization the controller is capable to modify the open loop gain among the range $[-20, 20]$ dB/dec.

These properties bring as a result an increment of the design flexibility as it increases the system robustness. This type of controller rises as a way to achieve more demanding control requirements [21], without losing simplicity and easy-to-tune capabilities. The $PI^\lambda D^\mu$ controller is one of the most used fractional order controllers in the literature.
vehicle model that can be described by the transfer function (11). It can be appreciated that its output is the vehicle position using an acceleration command as input. Vehicle dynamic is represented by the term $\tau$.

$$G_p(s) = \frac{1}{s^2(\tau s + 1)} \tag{11}$$

The transfer function $D(s)$ represents the transport delay due to the communication link between the ego-vehicle and its preceding, and it is defined by the expression $D(s) = e^{-\theta_s}$. In the feedback loop, the $H(s)$ expression composes the spacing policy that is applied to obtain the spacing error, which is given to the controller $C(s)$ to generate the control command.

IV. CONTROLLER DESIGN

Fractional controllers can provide better performance whereas keeping simplicity. Using the proposed control architecture, an integer order PD controller provided a robust solution with good results [26]. In spite of this results, one potential problem of the proposed approach is to deal with non-modeled dynamics. The vehicle dynamic plant is built using a simple transfer function that can be oversimplified, specially at low-speeds. Having this in mind, the novel fractional order proportional derivative longitudinal controller (FOPD) is designed paying special attention to increase the system robustness to oversimple vehicle model. This type of controller can benefit from an additional tuning parameter than the classical PD controller. It is the differential operator order which provides the possibility of vary how the controller reacts to the error. Then, the novel FOPD controller contributes to the system relative stability as well as it speeds up the system response to variation in the error incrementing also the robustness against non-modeled dynamics with respect to the integer order PD controllers.

The mathematical expression for this type of controller can be seen in the equation (12), where $K_p$ and $K_d$ are the gain constants and $\alpha$ is the differentiation order.

$$C(s) = K_p + K_d \cdot s^\alpha; \quad (K_p, K_d, \alpha) > 0 \tag{12}$$

The controller design procedure will be carried out by defining frequency domain requirements. For the sake of clarity, equation (13) can be expressed as:

$$C(s) = K_p + K_d \left(\omega^\alpha \cos\left(\frac{\alpha \pi}{2}\right) + j\omega^\alpha \sin\left(\frac{\alpha \pi}{2}\right)\right) \tag{13}$$

Controller specifications are defined as follows:

1) Phase margin fulfillment, $\phi_m \approx \frac{\pi}{4}$:

$$\arg(G_p(j\omega_g) \cdot C(j\omega_g)) = -\pi + \phi_m \tag{14}$$

2) Open loop gain, $|\omega_g| \approx 1rad/sec$;

$$|G_p(j\omega_g) \cdot C(j\omega_g)|_{dB} = 0 \tag{15}$$

3) Robustness to plant gain variations;

$$\left(\frac{d(\arg(G_p(j\omega) \cdot C(j\omega)))}{d\omega}\right)_{\omega=\omega_g} = 0 \tag{16}$$

The first two specifications are set to guarantee the controller bandwidth and the phase margin. The third design specification, which aims on having a flat phase in the gaincross frequency, guarantees the good performance to non-modeled dynamics (i.e. model gain changes will not reduce the phase margin). For the first step in the controller design, the model gain and phase (see equation 11) can be described as presented in equations (17) and (18).

$$|G_p(j\omega)| = \frac{1}{\omega^2\sqrt{\tau^2\omega^2 + 1}} \tag{17}$$

$$\arg(G_p(j\omega)) = -\pi + tan^{-1}(\tau \omega) \tag{18}$$

On the other side, the controller gain can be determined through the equation (12). In the same line, the controller phase can be as well defined from the expression (13).

$$|C(j\omega)| = \sqrt{K_p^2 + 2K_pK_d\cos(\alpha\pi/2) + K_d^2\omega^{2\alpha}} \tag{19}$$

$$\arg(C(j\omega)) = tan^{-1}\left(\frac{K_d\omega^\alpha \sin\left(\frac{\alpha \pi}{2}\right)}{K_p + K_d\omega^\alpha \cos\left(\frac{\alpha \pi}{2}\right)}\right) \tag{20}$$

Therefore, to satisfy the first condition, the equations (18) and (20) are used to assure the phase margin.

$$-tan^{-1}(\tau \omega_g) + tan^{-1}\left(\frac{K_d\omega^\alpha \sin\left(\frac{\alpha \pi}{2}\right)}{K_p + K_d\omega^\alpha \cos\left(\frac{\alpha \pi}{2}\right)}\right) - \phi_m = 0; \tag{21}$$

For the second condition, equations (19) and (17) are used to set the gaincross frequency.

$$\sqrt{K_p^2 + 2K_pK_d\cos\left(\frac{\alpha \pi}{2}\right) + K_d^2\omega^{2\alpha}} \cdot \frac{1}{\omega_g^2\sqrt{\tau^2\omega_g^2 + 1}} = 1 \tag{22}$$

For the third specification, that correspond to the phase derivative in $\omega_g$, is analyzed from the controller and model phase in the gaincross frequency.

$$\frac{K_pK_d\alpha \omega^\alpha \sin\left(\frac{\alpha \pi}{2}\right)\omega_g^{-\alpha - 1}}{K_p^2 + 2K_pK_d\cos\left(\frac{\alpha \pi}{2}\right)\omega_g^{\alpha} + K_d^2\omega_g^{2\alpha}} - \frac{\tau}{1 + \tau^2\omega_g^2} = 0 \tag{23}$$
By applying the design procedure described previously, a non-linear equation system is obtained. It can be solved by employing the MATLAB function `fsolve` to find the optimal configuration for $K_p, K_d$ and $\alpha$ that allows to satisfy the three requirements. Hence, from equations (21), (22) and (23) the controller parameters result: $K_p = 0.455$, $K_d = 1.875$ and $\alpha = 0.6849$. The open loop response according to this parameter configuration is showed in Fig. 4.

From the Bode plot, it can be appreciated that the phase margin and gaincross frequency specifications are properly satisfied. It can also be seen that the flatness in the phase around the gaincross frequency, assures that the phase margin will be maintained around $-\frac{\pi}{2}$ if non-modeled dynamics are present over the vehicle, that would lead to modifications on the model gain.

V. RESULTS

The designed controller was validated using a 6 CACC-equipped vehicles string. The leading vehicle followed a speed profile with several speed changes to simulate a real traffic scenario where continuous acceleration/braking maneuvers occur. This profile will allow to assess the whole vehicle string stability response. For the simulation, the V2V communication delays are set at $\theta = 0.2sec$. The headway time gap applied in the spacing policy is 0.6sec according to previous studies [27].

Figure 5 shows the vehicle responses to the speed profile using the FOPD CACC controller. The upper plot depicts vehicles’ speed. The middle one represents vehicles’ acceleration. The bottom plot shows the distance error with respect to the defined spacing policy.

Leader vehicle speed changes were defined within the range of 0 and 22.5 m/s. For each speed change, a different acceleration command was set to evaluate string response to both aggressive and gentle reference variations. Acceleration changes were limited up to a maximum of $4.5 m/s^2$. Finally, the distance error graphically shows whether the string stability is maintained (i.e. the higher the vehicle position, the lower the distance error) or not.

It is important to remark that the leader speed oscillations are accurately tracked by the other vehicles without being amplified downstream, which means that the system is stable. This fact is mostly appreciated in the second and third plot, where the distance errors accelerations are attenuated along the string, for each vehicle. Consequently, the string stability for the developed controller is demonstrated for a headway time gap of h=0.6sec.

A. String stability analysis

The system string stability is analyzed by using the control structure showed in Fig. 3. The string stability transfer function can be derived as (24), which must be maintained as less than 1 to guarantee the systems’ string stability. By replacing $C(s)$ for the designed fractional controller and keeping the communication delay $\theta = 0.2sec$, the string stability ($\Gamma(j\omega)$) limit in function of the time gap is studied in fig. 6.

$$\Gamma(j\omega) = \frac{D(s) + G_p(s)C(s)}{H(s)(1 + G_p(s)C(s))} \quad (24)$$

One can appreciate how the theoretical minimal time gap to guarantee the string stability is h=0.55sec. Then, the string stability is no longer fulfilled, becoming string unstable and, in consequence, amplifying leader speed oscillations.

VI. CONCLUSIONS

This paper proposes a novel fractional control algorithms to deal with CACC systems. Firstly, a state-of-the-art review of fractional order calculus is included and a brief comparison with respect to integer order controllers (i.e. PID)
is carried out. Then the control architecture, including the time gap policy chosen are detailed. Later, the controller is designed with robustness against non-modeled dynamics that is one of the major problems to deal with when controlling automated vehicles.

The system was tested in simulation using a 6 CACC-equipped vehicles string. Vehicles exhibit a good response in terms of not only tracking the gap error regulation but also by keeping string stability. Finally, a string stability analysis to determine the controller boundaries is carried out, being able to provide stable responses up to a time gap equal to 0.55 sec.

The future work will be mainly focused on two directions. On one hand, different control structures and configurations will be evaluated to figure out the one that provide better results in terms of stability. Then, real tests on INRIA experimental platforms will be developed to assess controller’s performance on real traffic circumstances.
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