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Abstract. The popularity of the cloud computing paradigm is opening
new opportunities for collaborative computing. In this paper we tackle
a fundamental problem in open-ended cloud-based distributed comput-
ing platforms, i.e., the quest for potential collaborators. We assume that
cloud participants are willing to share their computational resources for
shared distributed computing problems, but they are not willing to dis-
close the details of their resources. Lacking such information, we advo-
cate to rely on reputation scores obtained by evaluating the interactions
among participants. More specifically, we propose a methodology to as-
sess, at design time, the impact of different (reputation-based) collabo-
rator selection strategies on the system performance. The evaluation is
performed through statistical analysis on a volunteer cloud simulator.

1 Introduction

Cloud computing has gained huge popularity in recent years. This is mainly due
to the progress in virtualization technologies and the transfer of data centers to
low-cost locations. This emergent paradigm meets many of today’s requirements
like the need of elaborating big volumes of data or the necessity of executing
applications of which only the front-end is able to run on a mobile device. Next
to the presence of traditional cloud computing platforms built running in propri-
etary data centers, another trend that is gaining popularity is the use of volunteer
resources offered by institutions or ordinary people for, e.g., scientific computa-
tions. These collaborative environments can effectively be seen as cloud com-
puting platforms where participants take advantage of virtualization techniques
to share their computational resources for distributed computing applications,
like the execution of tasks. Differently from grid computing, we cannot expect
volunteer participants to guarantee a certain level of performance in terms of
shared resources or online availability. On the other hand, volunteer clouds of-
fer the unique opportunity of letting participants find their collaborators in the
entire volunteer network. The quest for collaborators is one of the key aspects
in such platforms.
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The contribution of the paper is twofold: (1) a reputation-based approach to
the collaborator selection problem, and (2) a methodology to assess, at design
time, the impact of the selection strategies on the system performance. We focus
on a peer-to-peer cooperative environment on top of which a cloud platform
offers a task execution service. The aim of the platform is to maximize the
number of successfully executed tasks. We consider a cloud platform with an
integrated reputation system, where a reputation score is associated to each node
denoting the trustworthiness of the node. Reputation scores are computed on
the basis of the rating values released by other nodes. These ratings evaluate the
behavior of the node in past interactions. Specifically, we exploit the concept of
reputation as an indicator of the likelihood that a node will successfully execute
the task, i.e., the higher the reputation the higher the probability that the task
will be successfully executed. We assume that tasks have an associated Quality
of Service (QoS) requirement given by a deadline, after which the task execution
is considered unsatisfactory.

The reputation-based node selection strategies provide loose coupling and
self-adaptivity, since the nodes take their decisions based on the reputation learn-
ing mechanism. Overall, the system is able to autonomously adapt the load of
nodes during system execution while avoiding to interact with nodes to check
their current status. This is in particular useful in platforms that are dynamic,
where nodes can join and leave the system continuously over time, and heteroge-
neous, since participants with different computational resources are rated with
the same mechanism but can customize their strategies according to their needs.

As a reference case study for experimenting with the proposed reputation-
based approach, we have used the Science Cloud [10,3]. In particular, we have
modeled this cloud platform with DEUS [1] and carried out a number of exper-
iments considering different configuration scenarios. The obtained results show
the benefit of the use of reputation-based approaches. Our experimental analysis
shows that a probabilistic reputation-based strategy (compared to both reputa-
tion based and random approaches) is more robust to the workload variation,
offering the best performance at a reasonable communication overhead.

The Science Cloud [10,3] is a volunteer P2P Platform-as-a-Service (PaaS)
system developed within the European project ASCENS [2] with the aim of
creating a decentralized platform for sharing computational resources in scien-
tific communities. Participants contribute with their desktops, mobile devices,
servers, or virtual machines by running platform nodes on them. Nodes may be
heterogeneous, i.e., they may offer different virtual resources (CPU, disk, mem-
ory) and also highly dynamic, i.e., they may enter or leave the system at any time,
and their load as well as their resources may change. The Science Cloud pro-
vides distributed application execution as its main functionality. Applications
may range from batch tasks to more sophisticated human-interactive applica-
tions. We focus here on task-based scenarios where, for each task, one initiator
node is chosen as being responsible for processing the task (not necessarily exe-
cuting the task itself). This node needs to be secure against failures, i.e., if it goes
down another node needs to take its place. The initiator may choose to execute
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the task itself, but may also choose to delegate to a collaborator node. Whoever
finally executes the task is called the executor. We assume that a deadline is
associated with each task and that a task is successfully executed if the deadline
is met. Moreover, each task requires only one executor node. Since the Science
Cloud is a cooperative environment, we consider scenarios without malicious
nodes: nodes accept a task only if they satisfy the resource requirements of the
task and if they estimate that they are able to execute it. These estimations as-
sume that the node will remain always connected. However, nodes are not aware
of their online/offline times and thus, it may happen that a node accepts a task
but, before finishing its execution, goes offline. When a node goes offline it loses
all the tasks in its queue regardless of the time in which it will return online. An
offline node that returns online will maintain its identifier; this is indispensable
to describe the node behavior. Our goal in such scenarios is to maximize the
overall number of tasks executed, which is to be achieved by selecting, for each
new task, the node most likely to successfully execute the task.

2 Node Selection

We suggest and discuss here some reputation-based strategies based on the
Beta reputation system [9] for addressing the node selection problem. Each
strategy consists of a node ranking schema and a node selection strategy.

Fig. 1. Finding a collaborator

First, we briefly describe (see Fig. 1)
the underlying architecture and the
protocol that nodes follow to imple-
ment the reputation-based strategies:
(1) the initiator node sends a request
to the reputation system asking for
a list of potential executor nodes or-
dered according to the node selection
strategy; (2) the reputation system
provides the desired answer to the
initiator node; (3) the initiator node
starts contacting the potential execu-
tor nodes using the obtained list; (4) the contacted nodes send their response to
the initiator, either rejecting the request or accepting it (and eventually commu-
nicating the completion of the task execution); (5) the initiator node provides
feedback to rate its interaction with the contacted executor nodes.

Reputation Systems. A reputation system associates a reputation score to each
node, denoting the trustworthiness of the node, i.e., the higher the reputation,
the more trustworthy the node. The reputation score of each node is computed
on the basis of the rating values released by other nodes. Such ratings correspond
to evaluations of the behavior of the nodes in past interactions, which in our case
can have only two possible outcomes: ‘satisfactory’ (i.e., the task was executed
and its QoS was satisfied) or ‘unsatisfactory’ (the task was not executed or
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its QoS was not satisfied). In other words, we consider binary ratings. In our
approach, the reputation of a node is an indicator of the probability that the
node will successfully execute the task. We consider the termination deadline
as the QoS parameter and we assume that missing a deadline makes the task
completion useless.

In this work, we focus on probabilistic trust systems [7,8] which use proba-
bility distributions to model the behavior of a node. The goal of such systems
is to provide an estimation of the distribution’s parameters modeling the node
behavior on the basis of past interaction outcomes, i.e., the ratings. This esti-
mation is indeed the reputation score of the node and is used to compute the
probability of future interaction outcomes with it.

For the definition of our strategies we exploit the Beta reputation system [9].
The name of this system is due to the use of the Beta distribution to estimate
the posterior probabilities of binary events. In the Beta system, the behavior
of each node is modeled as a Bernoulli distribution with success probability
θ ∈ [0, 1]. This means that, when interacting with a party whose behavior is
(determined by) a given θ, the estimated probability that a next interaction will
be satisfactory is θ. The reputation computed by the system is then an estimation
θ̃ of the node’s behavior θ. Specifically, to compute the reputation of a given node,
the Beta reputation system takes as input the number α of past satisfactory
interactions with the node and the number β of past unsatisfactory interactions.
The reputation θ̃ of the node is given by the expected value of a random variable
ϑ distributed according to the Beta distribution Beta(α + 1, β + 1), with α ≥
0 , β ≥ 0, that is defined as θ̃ = E[ϑ] = α+1

α+β+2 .
Summing up, in our case the reputation of a node denotes the likelihood that

the node, if selected, will not disconnect before completing the task and that it
will accept the task because it is not overloaded, i.e., it can meet the deadline.
Thus, nodes with high reputation should be able to successfully execute a task
with higher probability.

Node Ranking Schema. The interactions we aim at evaluating in our systems
are: (i) accept, the selected node accepts the task; (ii) reject, the selected node
rejects the task, since it cannot meet the deadline; (iii) complete, the selected
node successfully completes the task execution, i.e., it meets the deadline and
does not go offline during the execution; (iv) fail, the selected node fails in
executing the task because it goes offline during the execution.

Notably, we assume that the executor nodes are truthful: they are able to
accurately predict the task completion time and accept a new task iff they are
principally able to execute it within the task deadline. However, nodes do not
know their online-offline cycles a priori. It is thus possible that a node misses a
task it has accepted by going offline.

Each action can be evaluated by the nodes as satisfactory (+), unsatisfactory
(–) or nothing (0), which corresponds to giving a positive, negative or no rating,
respectively. The ranking schema is defined by the value assigned to each indi-
vidual interaction which in our case is accept (0), reject (–), complete (+)
and fail (–). Notably, the negative rating assigned to the action fail is given for
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each task whose execution was not successful. Notice also that no rating is given
in case of task acceptance.

Node Selection Strategies. Reputation scores are used by the initiator node for
the selection of an executor. We consider the following node selection strate-
gies: Random (R): a node is chosen randomly using an uniform probability
distribution over the node pool (i.e., reputation is not taken into account).
Reputation-based (RB): the node with the highest reputation score is cho-
sen. If more than one node exists with the same score, the choice is arbitrary
(i.e., random). Probabilistic reputation-based (PRB): a node is chosen ran-
domly using a probability distribution over the node pool. Such a distribution
assigns a probability to each node that is proportional to the reputation score
of the node, i.e., the higher the node reputation, the higher the probability the
node is selected. The idea is to introduce some randomness to avoid congesting
nodes with good reputation, and also some fairness by giving nodes with low
scores the chance to achieve a higher ranking (again). The probability that a
given node i will be selected among l nodes (the node-i’s neighbors) according

this strategy is defined as P (selecti) = θ̃i∑l
j=1θ̃j

.

3 Validation

We present here an experimental validation of the proposed approach based on
simulations and their analysis. Our simulation model is implemented in DEUS
[1], an open-source discrete event simulation tool developed in Java. Our statisti-
cal analysis has been performed with MultiVeStA [12,15], a distributed statistical
analysis tool that can be integrated with any discrete event simulator. Multi-
VeStA provides a language (MultiQuaTEx) to express the system properties
of interest in a compact fashion, and performs independent distributed DEUS
simulation runs until these properties are evaluated with the required accuracy.

The simulator implements the basic machinery to suitably model the sce-
narios under consideration. In the following we discuss some parameters of the
configurations of the simulator that can be taken into account to set up the
desired volunteer cloud scenarios.

Tasks are generated by initiators according to some parametric process that
determines frequency of task generation, their duration (expressed as CPU cy-
cles) and memory occupation. Tasks are defined by their duration and their dead-
line. If the deadline expires the task execution is considered to be useless. The
deadline offset is defined as 20% beyond the ideal task duration. Thus, if a task
that requires t exec arrives at time t arrival, the task execution is considered
useful if it is completed within time: t arrival + t exec + task exec*20%.

When a node accepts a task execution request coming from another node a
communication overhead is evaluated to the simple yet realistic network models
described by Saino et al. [13].

The nodes realize an exclusive task execution environment where the whole
Virtual Machine (VM) is assigned to only one task at a time. Its behavior is
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modeled by a M/G/1/+∞ queue using the Kendall’s notation [4], i.e., Poisson
arrival process, general service time distribution with only one VM and infinity
queue capacity. A task is accepted by a node only if the node is able to satisfy the
requested task deadline, taking into account the tasks already on its queue but
without knowing its departure time (i.e., the point in time when it goes offline).
Thus, it is possible that a node accepts a task since it is able to satisfy the
QoS constraint, but after a while it leaves the network losing the task execution
results until that point. In this case the task is lost.

There are executor nodes of two classes: stable and unstable. Stable nodes
are always online. Unstable nodes have two possible states (online and offline)
and two transitions (from online to offline and back). Their change of state
obeys some parametric, periodic or stochastic model. There are n stable nodes
and m unstable nodes created in the initial simulation stage. During the sim-
ulation, unstable nodes can leave the network (causing a miss for all the tasks
on their execution queue) and reconnect subsequently according to a param-
eterizable process. When a node comes back online it retains its identifier; in
this way the behavior history of unstable nodes is preserved. Nodes are hetero-
geneous. Disregarding of their class they have computational resources (CPU,
RAM) randomly selected in some range (uniformly distributed). The node RAM
constitutes a constraint on the task that can be accepted by the node.

In the following we refer to the average results obtained after reaching a
95% confidence interval, with a radius of 0.05, evaluated with the Student’s
t-test [4]. To evaluate the performance of the proposed strategies we have con-
sidered four different measurements to be relevant: the hit rate perceived, the
messages spread in the network (total and refused messages), the QoS (Quality
of Service) perceived by the task initiators (through the waiting and sojourn
times) and the algorithm fairness (considering how well the followed approach is
able to equally distribute the task load). For sake of brevity not all the results
are reported here. We refer the interested reader to our Technical Report [5].

In our scenarios the arrival processes are Markovian, i.e., the inter-arrival
time between two consecutive tasks can be modeled as an exponential random
variable with a mean value equal to 750 ms or 1000 ms in the comparing work-
load. Also, the unstable node departure and reconnection times are modeled
with Markovian processes with a mean value equal to 72 seconds. The simulated
time is 7 hours, and the temporal analysis considers a granularity of 200 sec.
The tasks are described by a deadline of 20% of its duration, a task duration
uniformly distributed in a range of [0...24] minutes and a memory requirement
in the range of [0...512] MB.

In the low-load situation, analyzing the hit rate (H+R) (Fig. 2) almost all
the approaches behave similarly. When the node load increases, it is the PRB

approach that obtains the best performance, since it is able to spread the load
on more nodes in comparison to the RB and the R approaches. At the same time,
the PRB approach is able to take into account the information gained on the
evaluation of the node’s behavior through the reputation scores, and does not
stop on a local minimum. From the rate of refused requests (not shown here),
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we have observed that both reputation-based approaches (RB and PRB) are able
to identify the stable nodes and redirect the load towards them. The strategies
that implement a random choice (i.e., R and PRB) are able to spread the load
more uniformly among the nodes.
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Fig. 2. H+R rate

Fig. 2 shows the benefits of using
different node selection strategies. It
is worth observing that the RB ap-
proach is more sensitive to the in-
crease in system load; indeed its per-
formance on the H+R rate decreases
quickly. The PRB approach instead
is the more stable under the change
of workload. The task distribution
among nodes shows that the RB ap-
proach tends to direct the load to few
nodes.

Concluding, the node selection process done through a reputation-based
mechanism can be an effective way to select an executor node. Using only the
reputation score, it is possible to observe a degradation on the performance when
the task load is high, since the reputation initially leads to a redirection of all
tasks to a few nodes that soon get overloaded and consequentially lose their
score due to task rejections. The mix of the two approaches, realized in the PRB

approach, seems to be the more effective way to use the knowledge acquired
with the reputation scores, and at the same time avoids getting stuck in a per-
formance local minimum. This is because the PRB approach allows some degree
of exploration of the nodes that do not currently have high scores.

4 Concluding remarks

In this paper, we have investigated the problem of task distribution in vol-
untary, peer-to-peer cloud computing environments where nodes are willing to
share their resources to other nodes. We have proposed a solution based on (1)
a reputation-based approach to the collaborator selection problem, and (2) a
methodology to assess, at design time, the impact of the selection strategies on
the system performance.

Some similar works to ours are the trust management framework proposed
by Mishra et al. [11] for the sake of trustworthy load balancing in cluster environ-
ments, and the reputation-based approach to discovery and selection of reliable
resources in P2P Gnutella-like environments, proposed by Damiani et al. [6].

We have shown that reputation-based systems can be beneficial in cases
where available node resources are unknown, or where nodes deliberately do
not want to disclose their status (e.g., current load) or their resources (e.g.,
CPU, memory). In our experiments, the reputation score calculated through the
evaluation of node interactions has been used as the main criteria for selecting
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nodes for task execution. Our simulation results shows how the task performance
parameters are affected by the use of three different strategies.

Currently, we are calculating reputation scores by considering all aspects of
the behavior of a node in a uniform way, i.e., all (satisfactory or unsatisfactory)
ratings have the same weight. We plan to extend our analysis with more sophisti-
cated reputation-based approaches, where separate behavioral aspects of a node
(e.g., capacity or online/offline period) are rated differently and where further as-
pects may be taken into account. In this way, we can tune the selection strategies
according the specific needs of a given cloud application, which for example may
privilege node availability with respect to other features. Furthermore, we are
investigating the implementation of reputation-based node selection strategies
in the Science Cloud platform to validate the simulation results with exper-
iments on a real-world cloud platform. We are also evaluating an ACO-based
technique for volunteer clouds [14] and we are investigating how to combine it
with the node pre-selection strategies proposed in this paper.
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