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Abstract

Introduction

To understand the integrated behaviour of biological systems, the interactions between their
constituent parts are often studied. For example, the interaction between blood pressure and
heart rate reveals information about the cardiac baroreflex. For the purpose of characterising
relationships between physiological signals, it is useful to identify phase either as a primary
outcome or as an intermediate step to obtain other relevant secondary indices. Existing methods
for phase estimation in physiological signals often suffer from a lack of thorough description and
standardization which renders reproducibility and interpretation difficult. A relatively simpler
peak detection algorithm was compared to the gold-standards of wavelet and Hilbert transforms

for its ability to obtain phase.

Methods

The accuracy and computation time of the peak detection algorithm was compared to the
gold-standard methods in silico by applying all three to data of known phase, and signal-to-noise
ratios from —20 to 5 dB. We then compared the performance of the peak detection method to

the Hilbert and Wavelet methods by applying each to four different types of in vivo data.

Results

The peak detection technique is less susceptible to noise and over 10 times faster, compu-
tationally, than the wavelet technique. Application to in vivo physiological data shows that

equivalent results are obtained from each technique.

Conclusions

The peak detection method can be used to obtain phase in physiological signals, provide a
more clear and direct interpretation, and be more easily reproducible. Because of its design
features, peak detection could also be used to identify individual oscillations in relevant signals,

as well as to obtain obtain amplitudes and direct time delays.



Introduction

Homeostasis is an integral feature of biological systems and is maintained in part by negative
feedback loops. The presence of these loops contributes to the creation of oscillations in the cor-
responding physiological signals. For example, oscillations exist in heart rate (Malik et al., 1996)),
spontaneous vasomotion of arteries (Mayer, |1876; [Fujii et al.l [1990), electrical activity of skeletal
muscle (Solomonow et al., |1990), and circadian rhythms in hormone levels (Czeisler and Klerman),
1998). The key variables that characterize an oscillation are its amplitude, frequency, and phase.
In particular, phase is used to determine the relative progress of one oscillatory cycle at a particular
time.

Phase analysis is also applied to the study of the relationship between a pair of associated
signals, which can aid understanding of the integrated function of multiple parts of a given system.
There are multiple techniques that are routinely employed for estimating the phase of signals, most
commonly relying on either a wavelet or Hilbert transform. Both of these techniques are regarded
as gold-standards and have been shown to return statistically similar results for signals that have
a previously defined narrow frequency band of interest (Le Van Quyen et al., 2001; |Quiroga et al.,
2002]).

The term “phase” is general and can be applied to a wide variety of situations. Since the phase
of an in vivo signal can represent the physical state of the system being measured, it is interpreted
differently depending on context. For example, in the case of a blood pressure time series, phase
can be used as a normalized indicator of arterial contraction and relaxation while in the case of
the position of the foot of a pedalling cyclist, phase indicates which part of a particular pedal cycle
occurs at any given time. The same type of analysis can be performed on any signal presenting
cyclical behaviour, in which each individual cycle (Fig.|l} top) increases phase by 27 radians (Fig.
middle). Since the circumference of a unit circle is 27, phases that differ from one another by a
multiple of 27 represent the same physiological state. In this study, the convention by which phase
is visualised by wrapping it from —m to 7 (Fig. |1} bottom) was used.

When two parts of a physiological system interact (as they do, for example in negative feedback

loops), oscillations in the signals arising from each system adjust in response to changes in the other
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system. This has been shown in networks in the brain (Doesburg and Ward, |2009), the physiological

origin of pathological human tremors (Lauk et al., |1999)), the relationship between blood pressure
and sway patterns in human standing (Garg et al., 2014), blood flow in adjacent nephrons (Scully
et al., 2014]), and glycolytic oscillations in cells that receive a periodic nutrient supply (Boiteux
et al., [1975). In these cases, phase and phase difference can be used either themselves or as
a means to obtain phase lock index, time delay, or other measures of synchrony. Monitoring
free-running physiological signals without externally perturbing them, however, cannot distinguish
between coincidental synchrony and physical coupling (Pikovsky et al., 2001]).

Although the wavelet and Hilbert transforms have been used for decades to study physiological
oscillations, methodologies can differ significantly and there remains a lack of clear and detailed
guidelines as to their use in various fields. Analyses often rely on 3rd-party software with incon-
sistent degrees of explicit description. Particularly, imprecise reported methods of filtering and
smoothing, either as pre- or post-processing can dramatically alter their output. Because of this,
studies are often burdened by lack of reproducibility, and results become difficult to interpret.

The goal of this study was to test the ability of a basic peak detection method to return accurate
phase when applied to a variety of in silico and in vivo signals. The aim is that the important
simplifications in the proposed methodology would reduce the barriers to transparency and clar-
ity. Because measurement noise and physiological noise are the primary sources of interference
with phase estimators, the wavelet, Hilbert, and peak detection techniques were tested for their
robustness to noise on simluated signals with known phase. The computing time of these three
techniques was also compared. In addition to in silico testing, the phase in signals comprising
four physiological systems were estimated in order to determine phase difference between related
pairs of signals. The results obtained with the peak detection method were then compared to those

obtained with the wavelet and Hilbert transforms.

Methods

Each signal, whether in silico or in vivo, was filtered using a 6 order Butterworth bandpass

filter prior to analysis. This filter design was chosen for its flat frequency response in the passband,
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a required characteristic when comparing the powers of different frequencies. Filter orders between

6 and 20 had no distinguishable effect on phase relative to each other, and thus the minimum
of 6 was chosen to minimize computing time. Signals were first filtered forward then backward
to undo any phase alterations that could have been incurred. The passband of the filter was
determined case-by-case to isolate relevant signal morphology and is described in detail in the
respective sections.

Because phase is defined on a circle, applying arithmetic statistics to it is erroneous. This
fact is illustrated using the following example: the mean of the angles 7/4 and 77 /4, calculated
arithmetically, is m. However, since 77 /4 is the same as —m/4 when plotted on a circle, the mean
is 0. For this reason, circular statistics were used when dealing with phase. A good resource for
circular statistics is found in (Batschelet, [1981). When phase difference was shown in figures as a
time-series, phase slips of £27 radians, i.e. regions where phase jumped from 7 to —m only because
of wrapping, were removed for clarity of presentation.

All data synthesis and analysis was performed using Matlab (r2014b, The Mathworks, Natick,
MA, USA) and statistical comparisons were performed using SPSS (v22, IBM, Armonk, NY, USA).
Results are expressed as mean + standard deviation unless otherwise indicated, and differences were

considered significant if p < 0.05.

Estimating phase

This section describes the wavelet transform, Hilbert transform, and peak detection techniques.
To allow comparisons between the techniques on an even playing field, their pre- and post-processing
methods were unified as much as possible. To eliminate edge effects, 3/f1, s were removed from

both ends of all phase time-series, where f; was the low-frequency bound of the filter passband.

i The Morlet wavelet transform is a Gaussian-windowed Fourier transform. The Morlet wavelet
of order six, used in this study, is a cosine wave modulated by a Gaussian of such width that
six periods fit in 95% of its area. The wavelet transform returns power, a measurement of how
well a wavelet represents the given signal on the given time interval. It then shifts that wavelet

in time and frequency, to generate the power spectrum of the signal over time. For a great
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introduction on the subject see (Farge, 1992), and (Torrence and Compol, |1998). The software

used for these analyses is freely available (http://paos.colorado.edu/research/wavelets/

software.html).

To illustrate, a cosine wave of frequency « during a certain time is expected to have a high
wavelet transform magnitude at that time and frequency. Conversely, the wavelet transform of
a random noisy signal would have a relatively low magnitude for all times and frequencies. In
this study, phase was determined for the the frequency e, with the highest power for every

time point ¢;. Phase was computed as

st i

re <5w (amaxa tz)>

where s,, is the wavelet transform of the signal s.

o(t;) = tan™

The Hilbert transform uses the Fourier transform to create a 90° phase shift filter. As it pertains
to this study, it obtains phase information by using the Fourier power to compute a weighted

average of the phases in the frequency domain

¢ = M;‘SF(O&)‘ "Uaﬂlilé::;;’ (2)

where sg is the Fourier transform of the signal s.

The peak detection algorithm identifies all local maxima higher than 0 on the filtered signal.
Because of the nature of the filter, no peaks can occur closer than 1/fy s from each other,
where f/H is the high-frequency bound of the filter passband. Physiologically, this minimum
gap represents the smallest possible distance between two successive peak events. A point is
identified as a local maxima in the simplest possible sense, i.e. if it is higher than both the

directly previous and directly successive points.

If t, and t; were the timings of two successive identified peaks, then the phase ¢ between these
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peaks is defined as

In silico analyses

The peak detection phase-estimation technique was compared to the two other gold-standard
techniques in silico. The main goal was to compare their accuracy with respect to signal-to-noise
(SNR) ratio, but also of interest was their computing time.

The in silico data were designed to resemble the physiological data considered later in this
manuscript. To this effect, individual sinusoidal cycles with different frequencies {f;} were joined.
To mimic the tendency of physiological oscillations to occur around a central frequency, this set of
frequencies {f;} was created as a normal distribution f;(u, o) around a central frequency p = 0.1
Hz, and standard deviation o = 0.01. Additionally, the signal was designed to change frequency
every cycle, have a sample frequency of 100 Hz, and create 7 minutes of signal (Figure ) The
100 Hz sample frequency was chosen to be well above the Nyquist frequency.

Noise was added to each simulation time series for signal-to-noise ratios SNR € [—20, 5] dB, in
1 dB increments (Figure ) At each SNR, the phase was estimated using the three techniques
and the difference between the true phase and estimated phase was computed. This process was
repeated 100 times (Figure Table . The computation time was measured for each trial (Table.

To determine differences in the precision of each technique, the difference between mean and
squared residuals of phase at each SNR, compared to true phase, was tested using a parametric
Watson-Williams multi-sample test for equal means, which can be used as a one-way ANOVA test
for circular data (Zar et all 1999). For any particular SNR, if the maximum absolute residual was
less than 0.1 radians, the differences therein were not considered to be of potential physiological
relevance and were therefore not included in our statistical comparison. Squared residuals were not
different between Hilbert and peak detection at any SNR, while the wavelet values were different
from the other two techniques when SNR was less than —9 dB.

Noise in physiological signals can either come from data acquisition or be intrinsic to the system

itself. While the former can be estimated using standard techniques, estimates for the latter are
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usually much harder to obtain. In a blood pressure measurement, for example, an unreported
involuntary muscle contraction in a subject could create noise as a temporary oscillation in a
relevant frequency band, which would be difficult to quantify. While an SNR of —9 dB is very low,
some types of physiological can be that noisy and still contain relevant information (Scully et al.,

2013).

In vivo analyses

The three phase estimation techniques were applied to four sets of physiological data. For
each set, the acquisition and formatting techniques are described. The animal experiments were
conducted according to the guidelines set forth by the Canadian Council on Animal Care and
approved by the Animal Care Committee of Simon Fraser University. Human experiments were
conducted in accordance with the Declaration of Helsinki and with approval from the Simon Fraser
University Office of Research Ethics.

To determine the validity of phase difference obtained by the peak detection technique, a para-
metric Watson-Williams multi-sample test for equal means was performed on each pair of result

sets.

Human systolic blood pressure and RR intervals

The phase difference between systolic blood pressure (SBP) and RR intervals is used to estimate
the time delay of efferent cardiac baroreflex control (Halamek et al.,2003). Eight healthy subjects (5
males) ages 20-57, were tested in the supine position. Blood pressure and electrocardiogram (ECG,
lead II configuration) were recorded using the Finometer (Finapres Medical Systems, Amsterdam,
Netherlands) for five minutes at a sample frequency of 1 kHz. R waves and SBP peaks were
identified, RR intervals were computed, and the resulting time series were resampled at 5 Hz. SBP
and RR interval time series were filtered with a passband of [0.04,0.15] Hz to isolate low-frequency
variability (Malik et al., |1996)). Oscillations in this band are present in both RR intervals and SBP,
correspond to each other, and are called Mayer waves in SBP (Mayer} [1876). The phase of both

signals was computed using the three techniques, showing the expected phase lag between SBP and



RR intervals (Figure {4).

For each subject, the circular mean and standard deviation of phase difference between SBP
and RR intervals was computed. The mean phase difference over all participants was —1.91 +0.74
rad for the wavelet technique, —1.70 & 0.34 rad for the Hilbert technique, and —1.53 + 0.31 rad
for the peak detection technique (Figure [5)). For estimation of cardiac baroreflex phase difference,

values form all three approaches were not statistically different (p > 0.64).

Human nasal temperature and RR intervals

Changes in thoracic pressure caused by respiration affect RR intervals eliciting respiratory sinus
arrhythmia. This phenomenon can be investigated by measuring the phase difference between nasal
temperature (NT) and RR intervals. Seventeen healthy participants (7 males) ages 18-51, with no
experience in meditation were tested. Participants were seated, instructed to close their eyes, and
to remain motionless. For 7 minutes, they were instructed to remain silent and listen to recorded
talk radio.

Nasal temperature and ECG (lead II configuration) were recorded using the Pneumocard
(Baevsky et al.l 2009). RR interval time-series were obtained from the ECG in the same man-
ner as described above. NT was resampled to 5 Hz and used to determine breathing rate. NT
and RR interval time series were filtered to a passband of [0.15,0.4] Hz to isolate high-frequency
variability (Malik et al., |1996)). Heart rate variability in this high-frequency range is caused by
respiratory sinus arrhythmia and the central frequency represents the respiratory frequency (Ger-
hardt, |1877)). The phase of both signals was computed using the three techniques, showing the
expected phase lag between NT and RR intervals (Figure @

For each subject, the circular mean and standard deviation of phase difference between NT and
RR intervals was computed. The mean phase difference for all participants was —0.7 + 0.37 rad
for the wavelet technique, —0.73 4+ 0.35 rad for the Hilbert technique, and —0.81 4 0.48 rad for the
peak detection technique (Figure(7]). For estimation of phase differences associated with respiratory

sinus arrhythmia, values form all three approaches were not statistically different (p > 0.54).
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Human electromyograms and muscle-tendon length

Mechanical function largely depends on the timing of muscle activation relative to muscle length-
ening or shortening (Dickinson et al., [2000). The phase of muscle activation relative to muscle
length change has emerged as an important variable by which the nervous system can regulate
mechanical performance of muscles during locomotion. Eight cyclists were tested on an indoor
cycle ergometer (Indoor Trainer, SRM, Julich, Germany). Limb kinematics were collected using
an optical motion capture system (Certus Optotrak, NDI, Waterloo, Canada). LED markers were
placed on the pelvis, greater trochanter, thigh segment (triad), femoral lateral epicondyle, shank
(triad) lateral malleolus, calcaneus, metatarsophalangeal joint, and the bike pedal of the left and
right limbs. Participants pedalled at a cadence of 80 revolutions per minute. Time varying medial
gastrocnemius (MG) muscle-tendon unit lengths were calculated using a subject specific scaled mus-
culoskeletal model (pre-defined muscle paths from cadaveric studies) and experimentally collected
joint kinematics in the biomechanics simulation software OpenSim (Delp et al., [2007)).

Surface EMG was recorded during the cycling conditions from the MG using bipolar Ag/AgCl
electrodes (10 mm diameter, 21 mm spacing) and Biovision amplifiers (Biovision, Wehrheim, Ger-
many). Electrodes were placed in the mid-region of the muscle bellies after the hair had been
removed and the skin cleaned with isopropyl alcohol solution. EMG was sampled at 2 kHz and
recorded using a 16-bit analogue-to-digital convertor (USB-6210, National Instruments, Austin,
TX, USA). EMG signals were quantified by their intensities during each pedal revolution. The in-
tensity is a close approximation to the power of the signal and was calculated across the frequency
band [10,450] Hz using an EMG-specific wavelet analysis (von Tscharner, 2000). All 14-second
time series were downsampled to 100 Hz and filtered to isolate the frequency of pedalling using
a passband of [1.0,1.5] Hz. The phase of both signals was computed using the three techniques,
displaying a phase lag between muscle activity (EMG intensity) and the onset of muscle-tendon
unit shortening (Fig. [8]) consistent with previous findings (Dickinson et al., [2000)).

For each subject, the circular mean and standard deviation of phase difference between muscle
activity (EMG intensity) and the onset of muscle-tendon unit shortening was computed. The mean

phase difference for all participants was —0.50 &= 0.96 rad for the wavelet technique, —0.50 £ 0.96
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rad for the Hilbert technique, and —0.50 4 0.96 rad for the peak detection technique (Fig. @ For

estimation of phase difference between muscle activity and onset of muscle shortening, values form

all three approaches were not statistically different (p > 0.99).

Synchrony of renal autoregulation

It has been shown previously that laser speckle perfusion imaging (LSCI) can detect physio-
logical signals including those associated with renal autoregulation (Scully et all [2014)), and that
these dynamics can be segmented into regions that are phase-synchronised (Brazhe et al., [2014;
Scully et al., [2014). Autoregulation is mediated in part by the classic myogenic response (MR)
of smooth muscle, where increased intraluminal pressure causes vasoconstriction, and decreased
pressure causes vasodilation. Male Long-Evans rats (n = 8) were anesthetised with isoflurane and
their left kidney was exposed via a subcostal flank incision. Cortical perfusion was monitored for 5
minutes on approximately 1/3 of the visible surface of the kidney with LSCI using a Moor full-field
laser speckle perfusion imager (Moor Instruments, Axminster, UK).

Three regions of interest (ROI) were selected on the surface. ROI1 and ROI2 were the regions
with the highest total flux in the bottom-left tenth of the total area, while ROI3 was the region
with the highest total flux in the upper-right tenth of the total area. ROI1 and ROI2 were between
361 and 424 pm apart while ROI3 was located 2.36 mm away from ROI1. Perfusion time series
were extracted from each ROI. Each 25 Hz time series was downsampled to 1 Hz filtered to isolate
the frequency range associated with MR in rats using a passband of [0.09,0.32] Hz. The phase of
each ROI was computed using the three techniques (Fig. .

For each rat, the circular mean and standard deviation of phase difference between the two
nearby and the two far ROI were computed. In nearby ROI the mean phase difference for all rats
was —0.03 £ 0.13 rad for the wavelet technique, —0.04 4+ 0.10 rad for the Hilbert technique, and
0.03 £ 0.12 rad for the peak detection technique (Fig.[I1)). In far ROI the mean phase difference
for all rats was —0.30 & 0.55 rad for the wavelet technique, —0.26 + 0.40 rad for the Hilbert
technique, and —0.19 4 0.49 rad for the peak detection technique (Fig. . For estimation of phase

difference between blood perfusion in different regions of a rat kidney, all three approaches were
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not statistically different (p > 0.72).

Discussion

A basic peak detection technique was compared to gold-standard wavelet and Hilbert transform
techniques for estimating phase in terms of accuracy and computing time. The Morlet wavelet
transform technique obtained phase at each time point using the frequency of highest power. The
Hilbert transform technique obtained phase by performing a weighted average of the phase of each
frequency using the Fourier transform. The peak detection technique identified local maxima and
interpolated phase from them.

Upon testing these techniques in silico, their behaviours under signal-to-noise ratios from
[—20,5] dB were distinguished. The wavelet technique was the most susceptible to increasing
levels of noise, resulting in different phase estimates for SNR lower than —9 dB. The Hilbert trans-
form and peak detection techniques continued to perform well, even with SNR below —9 dB. Under
conditions of very high noise levels, therefore, the peak detection technique performed as well or
better than the gold-standard techniques. It is likely that the wavelet technique, as designed here,
was more susceptible to noise because it identified a single frequency as the carrier of information,
rather than use a weighted average, as in the Hilbert transform technique.

The wavelet technique took the most computing time - greater than 10 times the duration of
the other two. The only difference in the implementation of each phase estimation algorithm was
the phase estimator itself, all pre- and post-processing being identical. This shows that the peak
detection technique is more accurate and faster than the wavelet techniques under these conditions.
Greater computing speed could be of benefit in the case of especially large data sets.

It should be acknowledged that the wavelet transform comprises an expansive tool that was used
here to obtain a single specific quantity. In effect, the algorithm computed vastly more information
than was actually needed, and then discarded it. Whereas the Hilbert transform and peak detection
techniques depend critically on a priori knowledge of the relevant frequency domain, the wavelet
technique implicitly computes a time-frequency representation of the signal, and therefore could

easily be adapted to work without any pre-filtering. Furthermore, only the Morlet wavelet of
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order 6 was tested. In certain cases, it is known that specially designed wavelet banks are able

to return more accurate results than generic ones (von Tscharner, 2000). The wavelet technique,
then, presents many advantages that were not employed or tested in this study.

Although the simulated data was designed to resemble physiological signals, it presents clear
limitations. Most notably, physiological data is almost always comprised of stochastic compo-
nents. The comparisons as they were made in this study are therefore unable to to distinguish the
robustness of the three techniques under varying conditions of stochasticity.

When applied to pairs of physiological signals, all three techniques returned statistically equiv-
alent phase difference values. This is consistent with the claim that the peak detection technique
could be used to obtain valid phase in various physiological contexts.

The main distinction of the peak detection technique is that it is not limited by the time-
frequency uncertainty principle. When using frequency analyses such as the Hilbert or wavelet
transforms, it is impossible to reduce the time spread and frequency spread simultaneously [Hardy
(1933)). The peak detection technique extrapolates phase information from time information under
the assumption that measurable rises and drops occur in a strictly known frequency band.

The success of the peak detection method has a number of useful implications in physiological
signal analysis. Firstly, accurate estimation of phase implies an accurate estimation of other relevant
frequency domain information. For example, ‘instantaneous’ angular frequency could be obtained
from the derivative of phase. It would also be possible to measure the amplitude of the peaks to
obtain a analog for power or energy in the relevant passband. An accurate estimation of phase
from peak detection is also consistent with the hypothesis that the implicit division of the signal
into individual oscillation cycles is meaningful. In other words, if cutting up a signal in peak-to-
peak segments returns valid phase, then the segments themselves might be a valid representation
of single oscillations. The accurate identification of single oscillations could prove quite useful in
contexts where variables therein could be measured and interpreted. For example, in the case of
low-frequency oscillations in blood pressure and RR intervals, the amplitudes, time between peaks,
and slopes of single cycles could provide useful information about baroreflex sensitivity.

It could be possible to further improve the accuracy of the peak detection technique by iden-
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tifying additional features in the analysed signal. In this study, only peaks were identified, but it

would be straightforward to also identify nadirs in the signal itself as well as in its derivative.
The peak detection technique is computationally simpler than the wavelet and Hilbert transform
techniques while remaining as accurate. Its relative simplicity allows for better reproducibility
and comparison of results, as well as simpler physiological interpretation. There are, however,
a number of hypothetical cases where the morphology of a signal would prevent its application.
One can imagine a signal constituting plateaux (flat maximal regions), which would prevent clear
identification of a single peak per cycle. To a lesser degree, oscillations that are skewed, e.g. a
signal that drops quickly and rises slowly, would also create errors in phase estimation from peak

detection.

Conclusion

Existing methods for phase estimation in physiological signals often suffer from a lack of thor-
ough description and standardization which renders reproducibility and interpretation difficult.
This study’s results are consistent with the claim that the described peak detection technique can
be used to obtain phase in a variety of physiological signals Because of its design features, results
obtained from the peak detection technoque provide a more clear and direct interpretation, and
are more easily reproducible. There remains work to be done to design peak detection analogs to

coherence and gain, and study the potential of identifying individual oscillations in relevant data.
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Table 1: Difference between mean estimated phase and true phase of a simulated oscillating signal.
The difference was computed at each level of SNR from —20 to 5 dB, and this was repeated 100
times.

SNR (dB) Wavelet Hilbert Peak Det.

-20 -0.3 +0.1 * 0.01 =+£0.01 0.004 =£0.002

-15 0.06 £0.05 * 0.03 +£0.01 0.002 +£0.001

-10 —0.011 £0.010* —0.002 =+ 0.004 0.003 =+ 0.001
-5 0.003 £ 0.001 0.006 =+ 0.002 0.002 +£0.001
0 —0.002 £0.001  —0.005 +0.063 0.0030 % 0.0003
5) —0.002 +£ 0.001 0.007 =£0.056 0.0020 £ 0.0002
00 0.002 £ 0.001 0.0060 % 0.0002 0.0010 % 0.0001

Mean =+ standard deviation
*p < 0.05 compared to Hilbert and peak detection

Table 2: Mean computation time for each technique of phase estimation for each trial with SNR
ranging from -20 to 5 dB, with 100 simulations.

Method Time (s)

Wavelet 1.7288 + 0.0180

Hilbert 0.0877 £ 0.0314*
Peak Det. 0.1364 + 0.0671*

Mean + standard deviation.
*p < 0.05 compared to wavelet
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Figure 1: Example cosine function and its corresponding phase. There are three cycles of the cosine
wave (top), resulting in a total increase of 67 radians of phase (middle). The bottom panel shows

the same phase wrapped from —7 to 7.
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Figure 2: Example signals and phase estimates, in silico. Top: Clean signal composed of joined
sinusoids of varying frequencies with central frequency p = 0.1 Hz, and frequency standard deviation
o = 0.01 Hz. Signal-to-noise ratio (SNR) = co. Middle: A noisy signal. SNR = —10 dB. Bottom:
Wrapped phase estimates for wavelet, Hilbert, and peak detection techniques at SNR = —10 dB.
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Figure 3: The effect of added Gaussian white noise on the accuracy of each phase estimator. At
each signal-to-noise ratio (SNR), the difference between true phase and estimated phase is shown
as a solid point for each of the 100 trials. The mean difference is shown as an open circle and error
bars are 1.96 x standard deviation. *Mean wavelet phase difference is significantly different from
both other techniques’ mean (p<0.05).
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Figure 4: Top: Example filtered RR interval (red) and systolic blood pressure (SBP, black) time
series. Static oscillations in SBP around a frequency of 0.1Hz create analogous oscillations in RR
intervals. Normalised units were obtained by subtracting the mean and dividing by the resulting
maximum amplitude. Middle:The phase of SBP and RR intervals are shown as calculated by each
technique. Bottom: Phase difference between the two time series.
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Figure 5: Top: Example circular mean (red line) and circular standard deviation (grey) of phase
difference between RR intervals and systolic blood pressure (SBP) for the three techniques in one
individual. Bottom: Group circular mean (red) and standard deviation (grey) of circular means
(n=10) of phase difference between RR intervals and SBP. All pairs of distributions were not
statistically different (p > 0.64).
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Figure 6: Top: Example filtered nasal temperature (NT, red) and RR intervals (black) time
series. Changes in thoracic pressure caused by respiration (=~ 0.25Hz) affect RR intervals, eliciting
respiratory sinus arrhythmia. Normalised units were obtained by subtracting the mean and dividing
by the resulting maximum amplitude. Middle: The phase of NT and RR intervals are shown as
calculated by each technique. Bottom: Phase difference between the two time series.
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Figure 7: Top: Example circular mean (red line) and circular standard deviation (grey) of phase
difference between nasal temperature (NT) and RR intervals for the three techniques in one individ-
ual. Bottom: Group circular mean (red) and standard deviation (grey) of circular means (n=17)
of phase difference between NT and RR intervals. All pairs of distributions were not statistically
different (p > 0.54).
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Figure 8: Top: Medial gastrocnemius electromyogram (EMG, black) intensity and medial gas-
trocnemius muscle-tendon unit (MTU; red) length in one human subject during bicycling at a fixed
crank speed of 80 revolutions per minute. Both EMG intensity and MTU length oscillate with the
frequency of pedalling. Normalised units were obtained by subtracting the mean and dividing by
the resulting maximum amplitude. Middle: The phase of MTU length and EMG intensity are
shown as calculated by each technique. Bottom: Phase difference between the two time series.



27

Wavelet Hilbert Peak Det

/2 /2 /2
°
)
2
@
DT ~._ © T ~. O T ~_ 0
)
£
n

3n/2 3n/2 3n/2
) /2 /2 /2
g
a
S T 0 T 0 T 0
>
< 37/2 3n/2 3n/2

Figure 9: Top: Example circular mean (red line) and circular standard deviation (grey) of phase
difference between human EMG intensity and muscle-tendon unit length for the three techniques
in one individual. Bottom: Group circular mean (red) and standard deviation (grey) of circular
means (n=8) of phase difference between human EMG intensity and muscle-tendon unit length.
All pairs of distributions were not statistically different (p > 0.99).
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Figure 10: Top: Example filtered renal surface perfusion from three separate regions of interest
(ROI). Time series perfusion data are represented as flux, which is an index of blood flow. Two
ROTI (black, red) are 140 ym apart and the third (yellow) is 1.2 mm away from them. Oscillations
around 0.2Hz in all three signals are caused by the myogenic response to pressure. Normalised
units were obtained by subtracting the mean and dividing by the resulting maximum amplitude.
Middle: The phase of each ROI are shown as calculated by each technique.. Bottom: Phase
difference between nearby (red: ROI1 vs ROI2) and distant (yellow: ROI1 vs ROI3).
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Figure 11: Top: Example circular mean (red line) and circular standard deviation (grey) of the
phase difference between two regions of interest that are close to each other for the three techniques
in one rat. Bottom: Group circular mean (red) and standard deviation (grey) of circular means
(n=4) of phase difference between two regions of interest that are close to each other. All pairs of
distributions were not statistically different (p > 0.80).
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Figure 12: Top: Example circular mean (red line) and circular standard deviation (grey) of the
phase difference between two regions of interest that are far from each other for the three techniques
in one rat. Bottom: Group circular mean (red) and standard deviation (grey) of circular means
(n=4) of phase difference between two regions of interest that are far from each other. All pairs of
distributions were not statistically different (p > 0.72).



