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Abstract. Finding optimal word lengths in digital signal processing systems has
been one of the primary mechanisms for reducing complexity. Recently, this topic
has been explored in a broader approximate computing context, where archi-
tectures allowing for fine-grain control of hardware or software accuracy have
been proposed. One of the obstacles for adoption of fine-grain scaling techniques
is that they require determining the precision of all intermediate values at all
possible operation points, making simulation-based optimization infeasible. In
this chapter, we study efficient analytical heuristics to find optimal sets of word
lengths for all variables and operations in a dataflow graph constrained by mean
squared error type of metrics. We apply our method to several industrial-strength
examples. Our results show a more than 5,000x improvement in optimization
time compared to an efficient simulation-based word length optimization method
with less than 10% estimation error across a range of target quality metrics.

Keywords: Power reduction, Approximate computing, Word length optimiza-
tion, Digital Signal Processing

1 Introduction

Scaling internal system precision continues to be one of the most important mechanisms
to reduce implementation complexity and hence improve performance and power con-
sumption in digital signal processing (DSP) systems. Traditionally, fixed-point word
lengths of custom hardware or software implementations are set to match worst-case
operating conditions determined at design time. In more aggressive recent power sav-
ing methods, a system’s precision is dynamically and adaptively configured in reaction
to changing operating points while maintaining a certain signal quality level [7, 3, 9,
10]. Such dynamic precision scaling mostly targets application-specific hardware im-
plementations [7, 3, 10], although software implementations also exist [9]. Precision
scaling can be realized by bit-level clock gating of the least significant bits as shown
in Fig. 1. The maximum number of bits for any operation of an application should be
enough to support worst-case conditions, but some of the lower bits can remain inac-
tive for different operating points. At a constant clock rate and hence performance, a
power reduction comes from the reduced activity of the gated sequential and associated
combinational cells.
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Fig. 1: A realization example of precision scaling

More recently, similar scaling of precision has been considered in the broader con-
text of approximate computing (AC) [22]. Approximate computing generally exploits
tradeoffs between computational complexity and energy or performance at various lev-
els ranging from algorithms to transistors. Recent work in this area has been focused on
precision-scalable software realizations on general-purpose programmable approximate
processors [19, 20]. Similar to traditional fixed-point hardware design, word length of
computations in the underlying hardware is thereby flexibly controlled through source-
level program annotations and instruction set extensions.

In all cases, there is a significant burden on designers or programmers to carefully
control precision of individual variables and operations in order to maximize energy
savings while meeting overall application-level quality goals. Given the large num-
ber of variables and operating points to optimize for, traditional simulation-based ap-
proaches are too time-consuming. This is a main reason why fine-grain precision scaling
is not widely employed, where designers and programmers instead resort to conserva-
tive worst-case analysis, self-adjusting runtime schemes [7, 3], which come with addi-
tional overhead, or coarse-grain approaches that assume the same precision or a limited
number of precision levels across the whole design, which leaves additional power sav-
ing opportunities through fine-tuning of each variable’s word length unexploited.

By contrast, in this chapter, we investigate novel analytical techniques that resolve
some of the drawbacks of previous work. Our method calculates the optimal set of
word lengths at design time using statistical analysis [23]. Compared to the methods
that require long simulations, our approach can dramatically reduce the design time.
Moreover, fine tuning of word lengths with low overhead improves power consumption
compared to coarse-grain or run-time precision determination. At the core of our pre-
cision optimization technique is an accurate and fast error estimation capability, which,
when coupled with a similar power model, provides the basis for developing corre-
sponding optimization formulations and algorithms.

The chapter is organized as follows: after a brief summary of the related work in
Section 2 and the problem definition in Section 3, our error (Section 4) and power



(Section 5) models at the basis of our optimization formulation are described. Results as
applied to several design examples are shown in Section 6. Finally, Section 7 concludes
and discusses future work.

2 Related Work

Fixed-point conversion and word length optimization has a long history of research
dating back to [1] and [4]. In a fixed-point representation, there are basically two con-
siderations in determining a word length, the number of integer bits and the number of
fractional bits. Integer bits are related to the dynamic range of a signal, where an insuf-
ficient integer bit width causes saturation errors. By contrast, fractional bits are related
to the precision and introduce quantization errors.

For determining the optimal number of both integer and fractional bits, analytical or
simulation-based methods have been introduced. Simulation-based methods are widely
used to estimate fixed-point performance. For example, Sung et al. [11] add a signal-to-
quantization noise ratio (SQNR) block to quantify the finite word-length effects when
the word-length in the implementation of the system changes. In [12], various word
length search methods are summarized and compared. The efficiency of simulation-
based methods is analyzed to determine the number of simulations needed to reach op-
timum word lengths. The complexity of a full search is O(Ns), where N is the number
possible word lengths for each decision variable, and s is the number of variables. It is
shown that the complexity can be dramatically reduced down to O(s) by using efficient
search methods that rely on sensitivity information but may run into local minima.

Among the various analytical techniques, the authors in [21] show that optimally
determining the number of fractional bits in linear time invariant (LTI) systems is a NP-
hard problem. In [15], the authors adopt affine arithmetic (AA) to model the min/max
error propagation of quantization noise. However, static min/max approaches are not
appropriate for fine-grain precision scaling. They are known to be overly conservative.
Furthermore, in applications such as communication systems, additive white Gaussian
noise (AWGN) sources from the outer channel environment are hard to characterize
in a min/max form. The research done by Shi and Brodersen [16] analyzes quanti-
zation noise with perturbation theory instead. They measure the sensitivities of input
word lengths to output noise by simulations and use this information in their constraint
function. Constantinides et al. find optimal word lengths by evaluating the variance of
quantization noise through the system transfer function and subsequently formulating
the optimization as a mixed integer linear programming (MILP) problem [13]. Finally,
in [17] a variance propagation method is applied to quantization noise analysis in a fast
Fourier transform (FFT) block, whereas Menard et al. [14] propose a similar method
for generalized dataflow graphs. Because their method can be used both for linear and
nonlinear systems and is suitable for general DSP applications, we adopt it for statistical
word length analysis and optimization in this chapter.

On the application side, the authors of [7] introduce the concept of dynamic preci-
sion scaling for power savings in wireless communication systems by forcing lower sig-
nificant bits to zero if the current signal quality is better than a predetermined minimum
requirement. There are two drawbacks in their work: the authors use the same word



length across the whole design and their method requires dedicated training symbols
to find the best word lengths at run time in a self-adjusting scheme, which introduces
additional overhead that negates some of the power savings. In [3], the authors use both
precision and voltage scaling to maximize power reduction. They first optimize word
lengths according to the channel environment and then use these word lengths to find
the optimal voltage that still satisfies a required error rate. Their method is robust to
process variation, but it also incurs run time overhead. In [9] and [10], word lengths
are optimized at design time to avoid the run time overhead. In [9], the authors target
software-defined implementations of wireless systems, and use simulations to support
fine-grain optimization of all variables but only consider powers of 2 as word lengths.
In [10], optimal word lengths are also determined by slow simulation, where precision
is instead allowed to decrease when it can be absorbed in increasing base noise under
varying bit error requirements.

Finally, in the approximate computing domain, the authors in [19] propose Java-
based language extensions to support programmer annotations for specifying variables
and computations that can be approximated on top of an underlying architecture that
supports such approximations. The work in [20] proposes such instruction-set and micro-
architecture extensions that enable operation-level precision scaling for energy savings
in a computation-oriented vector processor. In all of these cases, however, source- or
binary-level annotations have to be manually determined by the programmer using other
optimization techniques.

3 Problem Formulation

Our approach applies to world length optimization of fractional bits in DSP datapaths.
As such, we assume that the number of integer bits has already been determined by
a range analysis. We only consider systems with fixed-point number representations.
Since floating-point computations are more accurate but come with a large complexity,
fixed-point computations are still preferred in many energy-constrainted applications.

Applications are inherently error-tolerant DSP systems, which can have input sig-
nal noise and allow for a certain amount of additional error noise at their primary
outputs. These type of systems exists, for example, in wireless communications, im-
age/video processing and machine learning. We assume that applications are repre-
sented as dataflow graphs (DFGs) of addition and multiplication operations. Many data-
dominated, regular DSP applications such as filters, transforms, or general matrix com-
putations fall into this category. We further limit our target applications to systems that
can be characterized by mean squared error (MSE) quality metrics, such as a given or
desired signal-to-noise ratio (SNR) or peak SNR (PSNR) at primary inputs and outputs.

Our word length optimization procedure is shown in Fig. 2. Our optimization prob-
lem is to minimize power consumption subject to output quality constraints under given
input and quantization noises. We start by building a floating-point model of our sys-
tem, which is simulated to obtain a set of target output SNRs and a set of possible input
SNRs, which form the operating points of an application. These are the inputs to our
optimization problem. From the floating-point model, we also extract the DFG of the
system. With the DFG, we build power cost and quality constraint functions, which



are functions of an operating point and word lengths. Then, we solve our optimization
problem in order to determine an optimal set of word lengths that minimizes power con-
sumption while satisfying the output quality requirement of a chosen operating point.
This process is repeated for all possible operating points.

Optimization for  one 
operating point

System specification

Floating point 
simulation

Build optimization 
problem

Define an operating 
points set

DFG

cost & 
constraints 
functionsoperating 

points set

al
lo

w
ed

  S
N

R
 lo

ss
 

in
 fi

xe
d 

p
oi

nt
 c

on
ve

rs
io

n

yes

no

End of optimization with 
optimal word lengths

target & input SNRs

floating point 
model

Done for all 
operating points?

Fig. 2: Optimization procedure

Fig. 3 shows the conceptual change in the output quality and power consumption
that results from precision scaling. An operating point is defined by a possible input
quality and a required minimum output quality. In the example of Fig. 3, we assume that
a single output quality goal must be met across multiple possible input SNRs. Scaling
reduces the precision to minimize power consumption such that a constant targeted
output quality is maintained for any input condition that would otherwise lead to a
better-than-required quality. Note that the same concept can be applied to systems with
just a single better-than-worst-case input SNR or with multiple output quality goals for
different input conditions.

In general, the system can have one or more possible operating points or operating
scenarios. An operating point is defined by a given input quality and a required output
quality. Possible operating points of a system are combinations of a set of N possible
input conditions Φ = {Qin,1,Qin,2, ...,Qin,N} and a set of M desired output quality
goals Ψ = {Qout,1,Qout,2, ...,Qout,M}. We only scale precision when the output qual-
ity of the system under the current input condition is larger than a current output quality
goal, i.e. when there is room for energy reduction by injecting additional quantization



errors. For all other operating points, the application will be configured to work at full
precision, i.e. in a best effort manner.
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Fig. 3: Quality and power change by precision scaling

The decision variables of the optimization problem are the word lengths of the scal-
able fixed-point variables in the DFG of the application. Assume that the set F of K
decision variables is:

F = {F1, F2, ..., FK}. (1)

In our statistical analysis, we first find the maximum word length of each variable at
the worst-case operating point, i.e. where the application should work at its fullest pre-
cision. The hardware needs to be designed to support these worst-case word lengths.
For a software implementation on a general-purpose processor, the full precision is the
maximum precision of the adders and multipliers in the processor’s datapath. These
word lengths define the upper bound of each decision variable as follows:

0 < Fi ≤ FMAX,i, (2)

where FMAX,i is the maximum word length for the i-th decision variable Fi.



We solve different optimization problems for different operating points (Qin,n,Qout,m).
Each optimization problem becomes:

min
F

P (F) (3)

subject to
N(Qin,n,F) ≤ Qout,m, (4)
0 ≤ Fi ≤ FMAX,i, ∀i, (5)

where P (F) and N(Qin,n,F) represent power and noise models to estimate imple-
mentation cost and output quality as a function of word lengths and input conditions.
Corresponding fast yet accurate analytical noise and power models are at the core of
our statistical optimization and will be described in the following sections.

We introduce our models on two examples, an FFT in an orthogonal frequency di-
vision multiplexing (OFDM) wireless communication system and an inverse discrete
cosine transform (IDCT) in JPEG decoder. The FFT example can operate under multi-
ple different input conditions depending on the external channel conditions. Similarly,
the IDCT example can have multiple operating points as defined by the compression
rate in the encoder. The final results of applying our optimization to both examples will
be given in Section 6.

4 Noise Model

The output quality is determined by the input noise and the injected noise from word
length scaling, the latter being in the form of quantization noise. Our approach is heuris-
tic because 1) we use a pseudo quantization noise (PQN) model [17] instead of exact
distribution functions of noise, and 2) we consider the quantization of system coeffi-
cients, such as twiddle factors or filter coefficients as additive noise injection, which ig-
nores associated changes of the transfer function. In contrast to other approaches [17],
This allows us to consider coefficient quantization noise. The impact on the transfer
function and corresponding inaccuracies in our method are, however, specific to a given
application.

We assume that quantization noise sources as well as input noise sources are inde-
pendent. It is well known that we can get the variance σ2 after addition and multiplica-
tion of two independent random variables as follows:

Addition: σ2 = σ2
1 + σ2

2 (6)
Multiplication: σ2 = µ2

1σ
2
2 + µ2

2σ
2
1 + σ2

1σ
2
2 , (7)

where µi is the expectation and σ2
i is the variance of input random variable i. The output

variances after subtraction or division are also available in a similar way.
Quantization noise is modeled as additive noise. If we add quantizers to two inde-

pendent inputs of an adder, s1 and s2 with signal variances σ2
s1 and σ2

s2, respectively, we
add noise sources σ2

n1 to σ2
s1 and σ2

n2 to σ2
s2. At the output of the addition, the noise and

signal variances therefore become σ2
n = σ2

n1 + σ2
n2 and σ2

s = σ2
s1 + σ2

s2, respectively.
Hence, the total variance is σ2 = σ2

s + σ2
n = σ2

s1 + σ2
s2 + σ2

n1 + σ2
n2.



4.1 Noise Analysis for one Decision Variable

We use a pipelined 256-point FFT with four series-connected radix-4 stages to derive
and demonstrate our noise model. The overall FFT structure and the DFG for one stage
of the FFT are shown in Fig. 4. The first two additions are for the butterfly and the
following multiplier and adder represent the complex twiddle multiplication. Only cal-
culation of the real phase is shown. The same computation is performed for the imag-
inary phase. There can be two quantization points in each stage of the FFT that affect
the number of fractional bits: quantization of the input and of the twiddle factor. For
simplification, we use a single word length for those two quantization points.

Stage1

Pipelined 256-point FFT

Quantizer
(F bits)

Quantizer
(F bits)

Twiddle factor

Output 
required SNR

Butterfly Twiddle multiplication

Input SNR Stage2 Stage2 Stage2

Fig. 4: The pipelined 256-point FFT structure and DFG for one radix-4 stage

The input to the FFT can be modeled as a sum of the error-free input with variance
σ2

sin and additive input noise with variance σ2
nin

. Furthermore, the variance of quanti-
zation noise with F fractional bits and uniform distribution under a round-to-nearest
rounding is σ2

nquan
= 1

32
−2F−2. The variance at the output of the butterfly is then also

a sum σ2
butterfly = σ2

sbutterfly
+ σ2

nbutterfly
of the error-free output variance σ2

sbutterfly
=

4σ2
sin and the noise variance σ2

nbutterfly
= 4(σ2

nin
+σ2

nquan
) = 4σ2

nin
+ 1

32
−2F , including

input quantization noise.
The butterfly output becomes the input to twiddle multiplication. The other in-

put, the twiddle factor is a sum of the ideal, sinusoidal twiddle factor with variance
σ2

stwiddle
= 1/8 (for a 4-stage, 256-point FFT) and additive quantization noise σ2

nquan
.

We assume that all signals and variables have zero mean (µ = 0) and that σ2
sin is gain-

controlled to 1. Therefore, the output variance after one FFT stage is

σ2
out = 2(σ2

sbutterfly
+ σ2

nbutterfly
)(σ2

stwiddle
+ σ2

nquan
) (8)

≈ 1 + σ2
nin

+ (
2

3
+

2

3
σ2

nin
+

1

12
)2−2F (9)

= 1 + σ2
nout

(10)



With this, we can use the allowed performance loss in the floating- to fixed-point con-
version process for our optimization. For example, if the allowed performance loss in
SNR is 0.2dB for fixed-point conversion, given an input SNR of 11.6dB and the sig-
nal power of 1 (σ2

nin
= 0.069), the minimum word length to get a 11.4dB output SNR

(σ2
nout

= 0.072) becomes F = 5. We can find the same value through simulation. By
contrast, min/max propagation using affine arithmetic [15] with a ±3σ min/max of the
input AWGN would result in F = 9. This reflects that static analysis with min/max
propagation is conservative.

4.2 Extension to Multiple Stages

We extend the above analysis to an FFT with multiple stages and hence decision vari-
ables. The output noise from the first stage becomes the input noise to the second stage
and propagates through the whole FFT. At the end of the FFT, a noise constraint func-
tion can be represented as a function of the variance of the input noise (σ2

nin
) and a

set of word lengths Fi for each stage i. For our four-stage FFT example, the output
noise variance from the first stage is a function of σ2

nin
and F1 as shown in the previous

subsection:
σ2

nout,1
= f(σ2

nin
, F1), (11)

where f() is defined as

f(σ, F ) = σ + (
2

3
+

2

3
σ +

1

12
)2−2F . (12)

Similarly, the output noise variance from the i-th stage (i > 1) can be formulated as a
function of σ2

nout,i−1
and Fi:

σ2
nout,i

= f(σ2
nout,i−1

, Fi). (13)

In this formulation, we ignore that the input to the i-th stage is already quantized, i.e.
that the re-quantization noise introduced in the i-th stage is in reality lower if σ2

nout,i−1

does not represent an ideal input signal with perfect precision. This leads to a small
estimation error. We will demonstrate how successive intermediate quantization steps
can be incorporated into our formulation in the next subsection.

Combining the above output noise formulations, the output noise variance from the
last FFT stage is a function of σ2

nin
and F1 through F4, and the constraint function

becomes:

N(σ2
nin
, F1), F2), F3), F4) = f(f(f(f(σ2

nin
, F1), F2), F3), F4) ≤ σ2

nout
. (14)

In other words, under different input SNRs 1/σ2
nin

, the targeted output SNR 1/σ2
nout

should remain constant.

4.3 Extension to Multiple Inputs with Intermediate Quantization

Fig. 5 shows the data flow graph of an IDCT, which has 64 inputs with different sta-
tistical properties for one IDCT calculation. In the IDCT case, input data values are



already quantized integer values in the frequency domain with zero fractional bits. The
inputs experience two multiplications with cosine values and are then summed up to
generate a final output value. This process is repeated with different coefficients to gen-
erate 64 different outputs. There are four internal quantization points, where the last
output quantization step simply removes all fractional bits. Accordingly, there are three
decision variables, F1, F2 and F3, where a fourth word length is hardcoded to F4 = 0.

Quantizer
(F1 bits)

cos

Input Output
�

Quantizer
(0 bit)

Quantizer
(F3 bits)

Quantizer
(F2 bits)

cos

Fig. 5: DFG for 64-point IDCT

Different from the FFT example, we consider the effect of re-quantizing an already
quantized signal down to a smaller number of bits [13]. The variance of the additional
noise introduce by such a re-quantization can be modeled as the difference in quantiza-
tion noise at the input and output of an internal quantizer:

σ2 =
1

3
(2−2FOUT−2 − 2−2FIN−2), (15)

where FIN is the number input bits and FOUT is the number of fractional bits at the
quantizer output. The formulation accurately considers the number of bits in an already
quantized input signal, and it shows that there is no additional noise if FOUT = FIN, i.e.
that FOUT must be the same or smaller than FIN to achieve an additional quantization
effect. Note that quantization in the integer domain can be modeled through negative
values of F .

We present two different formulations for IDCT noise estimation. Similar to the
FFT example, we first formulate our noise model by considering all 64 input values
and all cosine coefficients as realizations of one random variable each, i.e. inputs and
coefficients are represented by two lumped variances. This allows us to apply the same
formulation approach as in the FFT. For such a lumped model, the quantization noise
variances in the first and the second coefficient quantizers are

σ2
nc1

=
1

3
2−2F1−2, (16)

σ2
nc2

=
1

3
2−2F3−2. (17)

Assuming an input signal with error-free signal variance σ2
sin , noise variance σ2

nin
, and

integer format with zero fractional bits (F0 = 0), the noise variance after the first
multiplication and the following quantizer becomes:

σ2
nm1
≈ σ2

sinσ
2
nc1

+ σ2
nin
σ2

sc +
1

3
(2−2F2−2 − 2−2F1−2), (18)



where σ2
sc is the error-free cosine variance. After the second multiplication and summa-

tion, the noise variance becomes:

σ2
nm2

= 64(σ2
sinσ

2
scσ

2
nc2

+ σ2
scσ

2
nm1

+ σ2
nc2
σ2

nm1
). (19)

Finally, the output quantizer rounds off all the fractional bits to make the final output
values be integers. We target a PSNR metric with a fixed and known peak signal vari-
ance as quality goal. Hence, the constraint can be formulated as:

N(σ2
nin
, F1, F2, F3) = σ2

nm2
+

1

3
(2−2 − 2−2(F2+F3)−2) ≤ σ2

nout
, (20)

where the output noise variance is constrained to be the same or smaller than σ2
nout

.
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Fig. 6: Power distribution for 8× 8 IDCT input with compression rate = 10

As a second formulation, we develop a separated model in which each of the inputs
and coefficients is considered as a different random variable. Such an approach is possi-
ble for applications that operate with a fixed number of inputs in a block-wise manner,
as is the case in our IDCT example. This requires more information about the function-
ality and the inputs of a DFG, but can achieve a more accurate noise estimation. We
use different variances for each of the inputs based on expected or actual observations.
Fig. 6 shows the log-scaled input variance distribution for typical 8×8 IDCT frequency-
domain inputs. As is well-known, we can observe that most of the input information is
located at low frequencies. Especially the DC input element has a significantly higher



variance than other input elements. Furthermore, the cosine values it is multiplied with
are a constant, 1√

2
cos(0), across all outputs being computed. This fact allows us to

model the quantization noise for the DC input coefficient as a constant instead of a uni-
formly distributed variance, which increases estimation accuracy. All other coefficients
vary per output and are thus modeled in lumped form as shown in (16) and (17).

We build a separated optimization problem treating each input element as one ran-
dom variable with signal and noise variance σsin,i,j

and σnin,i,j
, where i and j are the

column and row index of the input element. Also, each of the associated cosine coeffi-
cients is treated as a random variable with pre-computed error-free signal and quanti-
zation noise variances of σsc1,i,j and σnc1,i,j

for the first cosine coefficients, and σsc2,i,j

and σnc2,i,j
for the second ones. After the first multiplication and the following quan-

tizer, the noise variance of the (i,j) element becomes:

σ2
nm1,i,j

≈ σ2
sin,i,j

σ2
nc1,i,j

+ σ2
nin,i,j

σ2
sc1,i,j +

1

3
(2−2F2−2 − 2−2F1−2). (21)

With this, the noise variance after the second multiplication and summation becomes:

σ2
nm2

=
∑
i

∑
j

(σ2
sin,i,j

σ2
sc1,i,jσ

2
nc2,i,j

+ σ2
sc2,i,jσ

2
nm1,i,j

+ σ2
nc2,i,j

σ2
nm1,i,j

). (22)

The final output noise variance and constraint is the same as in (20).

5 Power Model

The cost in our optimization problem is determined the the dynamic power consumption
of the system. The power consumption is the same for all input SNRs, and it only differs
with the word lengths of operations in the DFG. The energy cost for an addition is
thereby different from the cost for a multiplication, and both costs are affected by the
active word lengths of the arithmetic computations. The total energy cost P (F) is the
sum of the energy costs Pi for each operation in the dataflow graph. Pi is a function of
the arithmetic operation type performed to compute the i-th controllable variable with
its active word length Fi:

P (F) =
∑
i

Pi(Fi). (23)

We assume that all the bits in our design have the same transition rate of 0.5. With
this assumption, dynamic power consumption is linearly proportional to the area of the
circuit that is toggling. Hence, our power cost function can be represented as the number
of unit hardware blocks. For combinational logic such as adders and multipliers, the
cost for each stage is the same and can be represented as the number of 1-bit full adder
equivalents. For sequential logic, the power consumption of a 1-bit D flip-flop (DFF)
is compared to that of a 1-bit full adder in the TSMC 0.18µm target technology library
used in our validations.



5.1 Datapath Power Analysis

For the example of one stage of the FFT, Ia is the number of integer bits at the input to
the FFT and Ib is the number of integer bits for the twiddle factor. Then, the cost for
one butterfly is

c
′
= 2× (Ia + F ) + (Ia + 1 + F ) (24)

and the cost for one twiddle multiplication becomes

c
′′
= 2× (Ia + 2 + F )× (Ib + F ) + (Ia + Ib + 2 + 2F ). (25)

Ia = 3 including the sign bit is enough not to affect decoding performance. Also, Ib is
1 since the range of twiddle factors is within ±0.5.

In each FFT stage, two intermediate values are stored: (Ia + F ) bits of data after
input quantization and (Ia + F + 2) bits of data after the butterfly. Hence, the number
of DFFs used in one FFT stage becomes (2F + 8). According to our synthesis results,
the ratio in power consumption between a 1-bit DFF and a 1-bit full adder is 8.4, and
this is used as a weight of the normalized sequential logic cost:

c
′′′

= 8.4(2F + 8). (26)

With this, the total cost of one FFT stage becomes:

C(F ) = c
′
+ c

′′
+ c

′′′
= 2F 2 + 33.4F + 32. (27)

Note that for large FFTs, intermediate data is usually stored in SRAMs. However, since
scaling is only performed for DFFs and combinational logic, the power consumption of
SRAMs is not included in our analysis.

The power model for a complete 4-stage FFT is a straightforward extension of the 1-
stage model. Likewise, we obtain the power model for our IDCT example in the exactly
the same way as for the FFT example.

5.2 Overhead Analysis

If precision scaling is applied at run time to dynamically change word lengths in re-
sponse to varying input conditions, an input SNR measurement block and a mapping
between measured input SNRs and word lengths for all decision variables has to be
added to the system. Also, if not already part of a programmable micro-architecture,
combinational gates have to be added in front of the DFFs to control clock gating.

Most wireless communication systems already include SNR measurement capabil-
ities for various uses such as channel state information feedback. In such cases, it is
assumed that our approach uses the existing SNR measurement block and we do not
include it in overhead analysis. Similarly, for image/video processing applications it is
assumed that compression rates used in the encoder and hence SNR at the inputs of the
decoder is communicated through existing out-of-band mechanisms.

By contrast, with binary on/off decisions stored in mapping tables, their size be-
comes Ns ×Nd, where Ns is the number of SNR steps and Nd is the number of DFFs



to control. For example,Ns = 11 if there are 11 input SNR steps from 6dB to 16dB, and
Nd = 24 for an FFT with four stages, where each stage has 6 DFFs to be controlled.
The overhead in power consumption of the mapping table and additional clock gating
logic is included in our power analysis shown in the results.

6 Results

In the following, we validate our optimization model and present optimization results
demonstrating achievable gains for the FFT and IDCT examples. Since our optimization
problem is neither linear nor convex, we apply adaptive simulated annealing (ASA) [18]
for solving the optimization as in [15]. ASA is known to be able to adapt to changing
sensitivities and has faster convergence compared to traditional simulated annealing
approaches.

We perform power estimation of the generated gate-level netlists using Synopsys
Design Compiler and Power Compiler with a TSMC 0.18µm library at a 40MHz clock.
We do not specify the actual activity factors for power estimation and use the default
options in the tools. We include both dynamic and leakage power consumption in all
reported results. Our optimization is only targeted at dynamic power, and leakage is
less than 1µW for the more complex FFT example in 0.18µm. For more advanced
technology nodes with a larger fraction of leakage power, design techniques such as
power gating can be combined with dynamic word length scaling.

6.1 FFT Optimization Results

We apply our approach to a 256-point FFT example in a quadrature phase-shift keying
(QPSK) OFDM receiver with a cyclic prefix length of 64 assuming perfect synchro-
nization. As shown in Fig. 7, the OFDM receiver consists of a synchronization block,
a 256 point FFT, an equalizer, and a symbol de-mapper. An AWGN channel model is
assumed to exist between transmitter and receiver. The FFT is used as an example to
be designed in dynamically scaled fixed point form. Without loss in generality, among
many implementation schemes, we assume that a pipelined radix-4 FFT is used. As
presented earlier, the 256-point FFT has four radix-4 stages and each stage contains
a radix-4 butterfly and a twiddle multiplication. Since we change the SNR of the sys-
tem by adding quantization noise, the targeted SNR of the FFT is defined as a desired
SNR at its output, which is affected both by a given input SNR and internal quantiza-
tion noise sources. At design time, statistical analysis determines multiple sets of word
lengths for all internal FFT variables and at all input SNRs defined through floating-
point simulations. At run time, a SNR block measures the FFT’s input SNR and a word
length controller selects the best set of word lengths that is suitable for the current input
SNR to maintain a pre-defined output SNR. We assume that perfect SNR measurement
is possible. We only use fixed-point numbers with a round-to-nearest rounding method.
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The final performance metric for a wireless communication system is usually the
coded frame error rate (FER). In this chapter, however, we use uncoded bit error rate
(BER) instead. Every FER has a corresponding BER, which is not affected by frame
length and coding scheme. Our goal is to find FFT word lengths that satisfy a desired
BER for any given input SNR. BER is closely related to SNR. However, BER is de-
cision error and the relationship between SNR and BER is not linear, but a function
of the noise’s probability density function (PDF). It is hard to find the exact PDF of
noise for a general DSP system that has quantization noises. In this chapter, we there-
fore assume that propagated noise at the output of an FFT stage is Gaussian distributed.
From the central limit theorem, it follows that the noise at the output of a radix-4 butter-
fly can be approximated as Gaussian. Our simulation results also show that the output
noise from twiddle multiplications, since additive, can be approximated to be Gaussian.
Furthermore, the input signal is assumed to be Gaussian. This is true considering the
time-domain signal of an OFDM system. Hence, although we use an SNR metric in our
analysis, under the above assumptions we can estimate BER from SNR.

The method presented in this chapter, which we call dynamic scaling by variance
propagation (DS-VP), is compared against four conventional methods: 1) non-scaling
by full simulation (NS-FS), which only finds one set of word lengths for the worst-case
operating point, 2) coarse dynamic scaling by full simulation search (CS-FS), which
finds multiple sets of word lengths by full simulation, but using a single word length for
all variables in a set, 2) dynamic scaling by full simulation search (DS-FS), which finds
optimal sets of word lengths using full simulation, and 4) dynamic scaling by efficient
simulation search (DS-ES), which finds multiple sets of word lengths using the efficient
simulation approach from [12].

Table 1 shows the sets of word lengths found by the different methods across differ-
ent target BERs and corresponding input SNRs. The sets of word lengths in Table 1 are
the word lengths for Stage 1 to Stage 4 of the FFT, i.e. {F1, F2, F3, F4}. The table also
includes estimated power consumption and optimization runtime for each approach.
All experiments were performed on an Intel Core i7 workstation running at 2.7ĠHz.
The sets of word lengths from DS-FS are optimal and used as word length and power
reference.

Our method shows a significant gain in design time compared to simulation-based
methods, which makes dynamic scaling feasible even for large systems with many vari-
ables and operating points. For one operating point in our FFT example, the number of
simulations using a full search is 64 (4 decision variables and with a range from 1 to 6



Table 1: Optimized word lengths for various target SNRs (BERs)
Channel NS-FS CS-FS DS-FS DS-ES DS-VP

SNR {Fi} Power {Fi} Power [mW] {Fi} Power [mW] {Fi} Power [mW] {Fi} Power [mW]

7.
25

dB
(1

%
) <8dB

{4
,4

,4
,3
}

2.
52

m
W

{4} 2.53 (0.4%) {4,4,4,3} 2.57 (2.0%) {4,4,4,3} 2.57 (2.0%) {4,4,4,3} 2.57 (2.0%)
8dB {3} 2.27 (-9.9%) {3,3,3,2} 2.20 (-12.7%) {3,3,3,2} 2.20 (-12.7%) {3,3,3,2} 2.20 (-12.7%)
9dB {3} 2.27 (-9.9%) {3,3,3,1} 2.13 (-15.5%) {3,3,3,1} 2.13 (-15.5%) {3,2,3,2} 2.16 (-14.3%)

10dB {3} 2.27 (-9.9%) {3,3,2,1} 2.05 (-18.7%) {3,2,3,1} 2.06 (-18.3%) {3,2,2,1} 1.97 (-21.8%)
11dB {2} 1.94 (-23.0%) {3,2,2,1} 1.97 (-21.8%) {3,2,2,1} 1.97 (-21.8%) {2,2,3,1} 1.99 (-21.0%)
12dB {2} 1.94 (-23.0%) {2,2,2,1} 1.90 (-24.6%) {2,2,2,1} 1.90 (-24.6%) {2,2,2,1} 1.90 (-24.6%)

9.
7d

B
(0

.1
%

) <10dB

{4
,5

,4
,4
}

2.
63

m
W

{5} 2.94 (11.8%) {4,5,4,4} 2.66 (1.1%) {4,5,4,4} 2.66 (1.1%) {4,5,4,4} 2.66 (1.1%)
10dB {4} 2.53 (-3.8%) {5,5,4,3} 2.60 (-1.1%) {5,5,4,3} 2.60 (-1.1%) {4,4,4,4} 2.57 (-2.3%)
11dB {3} 2.27 (-13.7%) {3,3,3,2} 2.20 (-16.3%) {3,3,3,2} 2.20 (-16.3%) {3,3,3,2} 2.20 (-16.3%)
12dB {3} 2.27 (-13.7%) {3,3,3,2} 2.20 (-16.3%) {3,3,3,2} 2.20 (-16.3%) {3,3,3,1} 2.13 (-19.0%)
13dB {3} 2.27 (-13.7%) {3,3,2,2} 2.16 (-17.9%) {3,3,2,2} 2.16 (-17.9%) {3,2,3,2} 2.16 (-17.9%)
14dB {3} 2.27 (-13.7%) {3,3,2,2} 2.16 (-17.9%) {3,3,2,2} 2.16 (-17.9%) {3,2,2,2} 2.06 (-21.7%)

11
.4

dB
(0

.0
1%

) <12dB

{5
,4

,5
,4
}

2.
75

m
W

{5} 2.94 (6.9%) {5,4,5,4} 2.83 (2.9%) {5,4,5,4} 2.83 (2.9%) {5,4,5,4} 2.83 (2.9%)
12dB {4} 2.53 (-8.0%) {4,5,3,3} 2.49 (-9.5%) {4,5,3,3} 2.49 (-9.5%) {4,4,4,3} 2.57 (-6.5%)
13dB {3} 2.27 (-17.5%) {4,3,3,2} 2.29 (-16.7%) {4,3,3,2} 2.29 (-16.7%) {4,3,3,2} 2.29 (-16.7%)
14dB {3} 2.27 (-17.5%) {3,3,3,2} 2.20 (-20.0%) {3,3,3,2} 2.20 (-20.0%) {3,3,3,2} 2.20 (-20.0%)
15dB {3} 2.27 (-17.5%) {3,3,3,2} 2.20 (-20.0%) {3,3,3,2} 2.20 (-20.0%) {3,3,2,3} 2.22 (-19.3%)
16dB {3} 2.27 (-17.5%) {3,3,3,2} 2.20 (-20.0%) {3,3,3,2} 2.20 (-20.0%) {3,3,2,2} 2.16 (-21.5%)

Optim. time 3.6 hours 6 min. 21.6 hours 1-2 min. 1.2-1.8 msec.

bits each). For each simulation trial, we run 10,000 OFDM symbols corresponding to 5
million bits in order to achieve enough simulation accuracy. Each such simulation takes
about 10 seconds. To find the optimal word lengths using an exhaustive search requires
3.6 hours. With the preplanned simulation method from [12], the number of trials can be
significantly reduced. For example, if the search starts from {2,2,2,2}, and the optimal
word length set is {4,3,3,2}, optimal word lengths can be obtained with only 4 simula-
tions. However, for dynamic scaling, a search is required for each operating point and
total optimization time increases linearly with the number of operating points. Thus,
even efficient simulation-based methods may still not be suitable for design-time opti-
mization in the presence of dynamic scaling.

By contrast, our analysis method requires only about 2ms to find a set of word
lengths for one operating point, which is 5,000 times faster than the time for one sim-
ulation trial. Considering that word length optimizations can take up to 50% of design
time with conventional simulation-based approaches [12], this represents a significant
improvement in productivity.

To validate the optimality and accuracy of our approach, achievable power figures
using various methods are compared to those of the reference DS-FS approach. Fig. 8
shows that our cost function used for optimization correlates well with the final gate-
level power numbers. Nevertheless, the DS-VP method results in up to a 5% difference
in power consumption, which is a downside of achieving large gains in design time.
The DS-ES method also exhibits a small 0.5% difference in some isolated cases where
it is not able to guarantee the optimal solution. We also compared fine-grain DS-based
methods against dynamic scaling with coarse optimizations, i.e. using a single word
length for all variables (CS-FS). Power numbers using fine-grain scaling are always the
same or smaller with a reduction of up to 13.6% even considering additional overhead
for control at finer granularity.
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In terms of overhead, compared to a method with no scaling (NS-FS), the extra
power consumption for dynamic scaling is less than 3% according to our synthesis
results. This overhead is small compared to the average 17% power reduction that can
be achieved by dynamic scaling across varying input SNR levels. At SNR levels that are
lower than the required SNR, the power numbers are larger than those for NS-FS due
to the overhead of finely tuned dynamic scaling. The system, however, is not usually in
such a poor environment. Hence, on average, large power savings can be expected.
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Finally, Fig. 9 and Fig. 10 plot the results of performance simulations. Using DS-
type methods, the system is able to maintain the targeted output BER over the full input
SNR range leading to a large power reduction at higher SNR values. In Fig. 10, the
BER of floating point model (FP) is also plotted as a reference. The measured BER



for a targeted BER of 0.01% ranges from 0.004% to 0.014% using our DS-VP method.
Note that while in some cases the power consumption can be lower than in other DS-
based methods, this comes at the cost of violating the BER constraint for those operating
points. This mismatch is caused by the heuristic nature of our optimization approach.

6.2 IDCT Optimization Results

We further apply our approach to an IDCT block within an overall JPEG image process-
ing chain. As shown in Fig. 11, a JPEG encoder performs color conversion, a discrete
cosine transform (DCT), quantization, zigzag ordering, and finally Huffman encoding.
The decoder implements a reverse processing chain, using the IDCT as its main im-
age reconstruction block. The algorithmic quantization step in the encoder is the key
for achieving lossy compression in the JPEG algorithm. It uses the fact that most of
the information in a natural image exists in the low frequency region to non-uniformly
quantize and scale the frequency-domain DCT components. Coupled with subsequent
run-length encoding, this achieves a size reduction of the encoded bit stream at the ex-
pense of a reduced image quality after decoding. This tradeoff is controllable by the
quantization and compression factor selected in the encoder.
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Fig. 11: A JPEG encoder/decoder

We apply our word length optimization to the IDCT block in the JPEG decoder,
where we optimize IDCT word lengths for different operating points as determined
by the algorithmic quantization factor selected in the encoder. Changing the encoder’s
compression rate will influence the frequency-domain noise at the input of the IDCT
and hence the PSNR of the decoded image at the IDCT output. This allows us to apply
different precision scaling levels depending on the compression level of the image data
at the decoder input.
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We use the standard Lena image file as sample for all our experiments. Fig. 12
shows the design space of power consumption and image quality loss for the IDCT.
In Fig. 12, we evaluate quality by only considering image degradation due to internal
IDCT quantization noise, i.e. assuming that image data at the IDCT input represents
an error-free reference signal. In our estimation models, we therefore set input noise to
be zero. For simulations, the output bitmap image of the fixed-point IDCT is compared
against the output of a reference floating-point IDCT using real image data. Note that
quality results in Fig. 12 are different from typical PSNR measurements, since errors
reported here do not include losses incurred by the encoder’s compression. In all cases,
power results were obtained from RTL synthesis. For each of the possible word length
combinations (F1, F2, and F3 sweeped from 2 to 10 with F2 ≤ F1) we plot: 1) image
quality obtained from simulation, 2) quality given by our lumped estimation model, and
3) quality estimated by our separated noise model. The estimation error of the lumped
model is less than 12% compared to a simulation of the same design, with an average
estimation error of 8.3%. For the separated model, the maximum and average estimation
error is 10.1% and 5%, respectively. These results show that the estimation accuracy can
be increased with more information about the inputs to the DFG.

Fig. 13 shows the final output image quality of a precision-scaled IDCT in refer-
ence to a floating-point IDCT for various operating points as defined by the encoder
compression rate. Different from the FFT example that targeted a constant output SNR
under varying input conditions, we optimize the IDCT to achieve a constant quality
loss. We use a separated model and from simulations, we first obtain the variances of
individual IDCT inputs as a function of the encoder compression rate as shown in Fig. 6.
Again, our optimization problem is only concerned with quality losses incurred in the
IDCT. Furthermore, it can not be assumed that compression noise is independent from
frequency-domain image data. As such, we formulate a simplified model that considers
encoder compression and IDCT scaling independently, i.e. we treat combined image
data with compression noise as the IDCT input signal with no separate noise sources
(set to zero). Then, for any compression rate, we set the targeted quality loss of the op-



timization problem such that the final output image PSNR will become 1 dB lower than
the corresponding ideal PSNR of a simulated floating-point IDCT. For example, with
a JPEG compression rate of 5, the ideal image PSNR at the IDCT output is 42.6 dB,
and we optimize the IDCT to achieve an overall 41.6 dB output PSNR instead. We use
our optimization framework to find the sets of optimal word lengths, and subsequently
perform simulations to determine the actual PSNR losses. As shown in Fig. 13, actual
PSNR losses as compared to an ideal implementation can reach 1.8 dB, which is an
artifact of errors in our estimation model.
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Fig. 13: Output image PSNR for different IDCT implementations
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Finally, Fig. 14 shows the power reduction achieved through word length scaling.
As we can observe, a higher power reduction is achieved when the compression rate is



high and accordingly the input PSNR is low. The power reduction is up to 27.1% for a
compression rate of 45. This result shows another application for precision scaling: if
the input quality decreases, we can reduce power by injecting more quantization noise
while keeping the output quality degradation within an allowed range. This is due to the
fact that, at higher compression levels, input data is already quantized algorithmically
in the encoder, requiring less precision and energy to decode. As shown in Fig. 15,
this allows for significant power savings with no visually perceivable differences in
decoding performance across a wide range of JPEG compression rates.

(a) Floating-point IDCT, compression rate=2.3 (b) Fixed-point IDCT, compression rate=2.3

(c) Floating-point IDCT, compression rate=45 (d) Fixed-point IDCT, compression rate=45

Fig. 15: Floating- and fixed-point IDCT output at different compression rates



7 Summary and Conclusions

In this chapter, we introduced a statistical analysis method using variance propagation
for word length optimization. A fine-grain optimization of precision scaling is possible
and results in significant power savings. A fast yet accurate static design- or compile-
time approach thereby avoids run-time overhead and the need for time-consuming ex-
haustive simulations. In the future, we plan to generalize our method to other types of
operations and blocks in DSP systems, including optimization for other metrics, such as
coded BER, and other error models, such as the ones arising from other approximation
techniques. Furthermore, we plan to automate the approach, including generation of
optimized hardware description language code and clock-gating logic within our flow.
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