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Non-interference in partial order models

BEATRICE BERARD, Sorbonne Universités, UPMC Univ. Paris 06, CNRS UMR 76085
LOIC HELOUET, INRIA Rennes
JOHN MULLINS, Ecole Polytechnique de Montréal

Non-interference (NI) is a property of systems stating twatfidential actions should not cause effects observablenby-
thorized users. Several variants of NI have been studiechémy types of models, but rarely for true concurrency or un-
bounded models. This work investigates NI for High-levelddiage Sequence Charts (HMSC), a scenario language for the
description of distributed systems, based on compositfqgradial orders. We first propose a general definition of ggcu
properties in terms of equivalence among observationstwiiers. Observations are naturally captured by partidéioau-
tomata, a formalism that generalizes HMSCs and permitssenalsle partial orders. We show that equivalence or inalusio
properties for HMSCs (hence for partial order automatajuadecidable, which means in particular that NI is unded&lab
for HMSCs. We hence consider decidable subclasses of pamtier automata and HMSCs. Finally, we define weaker local
properties, describing situations where a system is atthbly a single agent, and show thatal Nl is decidable. We then
refine local NI to a finer notion afausal Nlthat emphasizes causal dependencies between confidetivalseand observa-
tions, and extend it to causal NI with (selective) declasaiion of confidential events. Checking whether a systerafigst
local and causal NI and their declassified variants are PER&fnplete problems.
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1. INTRODUCTION

Context. Non-interferenc€NI) has been introduced to characterize the absence offtimfor-
mation flow in a system. It ensures that confidential actidresgystem can not produce any effect
visible by a public observer. The original notion of noneirierence in [Goguen and Meseguer
1982] was expressed in terms of language equivalence ferrditistic Mealy machines with con-
fidential input and public output. Since then, several vasafinformation flow propertieglFP)
have extended NI to non-deterministic models (transitigsteans, process algebra, Petri nets,...)
and finer notions of observation (simple trace observatieadlock or branching detection,....) to
describe the various observational powers of an attacker Biven systens, Nl is usually defined
as:my ([S\ C]) = =v([S]) wherea denotes some behavioural system equivalence (language
equivalence, bisimulation, ...])S], the semantics aof, 7y, the projection on a subsgt of visible
actions of the system, arfth C, the modelS from which all confidential actions froy are pruned.
Intransitive non-interferenc@NI) relaxes NI to handle possiblieclassificatiorof confidential ac-
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A:2 B. Bérard et al.

tions. It ensures that confidential actions of a system dapnmoaluce any effect visible by a public
observer unless they are declassified, causing so a hanmiesration flow. This issue has been
addressed in [Rushby 1992], by comparing observationsdfleiactions in runs of a system (hence
including runs containing non-declassified confidentiibas), and observations of visible actions
in runs of the same system that only contain confidentiabastthat are declassified afterwards.
Most IFPs have been expressed as combinatiobasit security predicatgBSPs) [Mantel 2000;
2001; D’'Souza et al. 2011] or as a behavioral equivalenceoloservation contexts [Focardi and
Gorrieri 2001]. A systematic presentation of IFPs can badha.g, in [Mantel 2000; 2001; Focardi
and Gorrieri 2001].

Despite the fact that IFPs are always informally expressadrim of causality.e., confidential
activity should not cause observable effects on the pulgli@iior, they are almost always formal-
ized in terms of interleaving semantics [Busi and Gorri€@®2; Gorrieri and Vernali 2011; Best
et al. 2010; Best and Darondeau 2012] and hence, do not eurtsigt concurrency or causality.
This is clearly a lack in the formalization of IFPs for sevaeeasons. First, from an algorithmic
point of view, it is usually inefficient to compute a set ofdarizations to address a problem that can
be solved on an equivalent partial order representatiocor®&k a notion of interference based on
equivalence that can distinguish between interleaved andurrent sets of actions is more discrim-
inating than a language based interference property. frast,a practical point of view, an attacker
of a system may gain more information if he knows that somdidential action has occurred re-
cently in its causal past. Indeed, transactions in a digith system can leave many traces (visited
websites, cookies,...) on machines which areanptiori committed to protect confidential actions
of third parties. To the best of our knowledge, [Baldan and&a 2014] is the first to address NI
in a true concurrency setting: they characterized NI foriRPadts as a syntactic property of their
unfoldings. However, the technique addresses only sag net

Very few results address IFPs for unbounded models. BSPsNarate proved undecidable
for pushdown systems, but decidability was obtained forllssbclasses of context-free lan-
guages [D’'Souza et al. 2011]. Decidability of a bisimulativased strengthened version of NI
called non-deducibility on compositioNDC) for unbounded Petri nets is proved in [Best et al.
2010]. A system satisfies NDC if observation of its visibléi@ts remains indistinguishable from
the observation of the system interacting watiy environment. This result was extended in [Best
and Darondeau 2012] to INI with selective declassificatibhi$D).

Contribution. This work considers IFPs for an unbounded true concurrera@et namelyHigh-
level Message Sequence ChgitdviSCs). This model, standardized by the ITU [ITU-T 201%], i
well accepted to represent executions of distributed systevhere security problems are of pri-
mary concern. We first define a class of IFPs on HMSCs, as amsiiocl relation on observations,
following [Focardi and Gorrieri 2001; D'Souza et al. 201hpgBérard and Mullins 2014]. To keep
IFPs within a true concurrency setting, observations of K %&re defined as partial orders. We
define a new model callgohrtial order automatg POA), that is powerful enough to recognize in-
finite sets of partial orders, and in particular observaiohHMSCs. Unsurprisingly, most of IFPs
and the simple NI property are undecidable for HMSCs. As aequence, inclusion of partial or-
der automata languages is undecidable. We then charactlrtidable subclasses of the problem:
inclusion of sets of orders generated by POA becomes ddeiddi®en the depicted behaviors do
not allow observed processes to race each other. This isdtarice the case when a POA describes
an observation of visible events located on a single proddss also applies when the observed
HMSC islocally synchronizedneaning that within any iterated behavior, all processastsnize

at each iteration. We discuss the meaning of NI in a contexdrevitausal dependencies among
event occurrences are considered. This leads to a new roatiiedcausal interferencéor HMSCs.
Causal interference detects interference as soon as akeattan observe occurrences of confiden-
tial actions from visible events, and furthermore, one &f dbserved events causally depends on
the confidential one. We finally relax causal interferencthancontext of declassification. We in-
troduceintransitive causal non-interferendbat considers observable causal dependencies among
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confidential and visible events as safe, as soon as a ddiciatisn occurs in between. We show that
all local variants of these problems are PSPACE-complete.

Outline. The basic models and definitions used in this paper are deifin8dction 2. Observa-

tions, inclusion problems and non-interference are intoed in Section 3 for a single scenario
and in Section 4 for HMSCs, where NI is proved undecidableti®e 4 introduces partial order

automata as a way to recognize observations of HMSCs. Weifiylenbclasses of HMSCs and

POA where inclusion problems becomes decidable in Sectidién we consider local variants
of interference problems in Section 6 and extend this fraonkwo declassification in Section 7.

We compare this work with some related approaches, and wd@dh Section 8. Due to lack of

space, several proofs are omitted or simply sketched, bubeaound in an extended version at
hal .inria.fr/hal-01280043.

2. PRELIMINARIES

In this section, we recall definitions of automata, partiaers and High-level Message Sequence
Charts (HMSCs), with their associated languages.

Message Sequence Charts (MSCs) are formal representatiadistributed executiond,e.,
chronograms, that are frequently used to depict the behatia set of asynchronous communi-
cating processes. This simple graphical representatigghasizes on messages and localization
of actions, with partial order semantics. The model of HMS&andardized by the ITU [ITU-T
2011], was proposed to describe more elaborate behavidistabuted systems, for instance those
of communication protocols, by combining MSCs. HMSCs aedus describe sets of typical sce-
narios in distributed systems, and then serve as requirtsieney can also be used as input to
generate code skeletons for distributed systems. Hendef@amation leak that appears in these
early requirements is likely to be a feature of the final gysth is then interesting to find these
leaks at early design stages. Another interesting poirit WSCs is their expressive power: they
define behaviors of systems with asynchronous communitgtishich are not necessarily finite
state systems and can not be captured by finite automata.arbealso uncomparable with Petri
nets. Answering interference questions for HMSCs provadesirity techniques for a whole class
of infinite systems that can not be modeled with other forsmadi.

2.1. Finite automata and partial orders

Let > be a finite alphabet. A word ovét is a sequence = ajas...a, Of letters from3, and
>* denotes the set of finite words ov8r with ¢ the empty word. Aanguageis a subseL of ¥*.
For a setE, we write |E| for its cardinality. Given a relatio® C F x E on E, we denote byR*
the transitive and reflexive closure &f A partial orderon E is a reflexive, transitive, and anti-
symmetric relation. Lef; and f, be two functions over disjoint domaid3om(f1) andDom(f2).
Then, f1 U f, denotes the function defined dpom(f1) U Dom(f2), that associateg; () with
everyx € Dom(f1) andf2(z) with everyz € Dom(fs).

A Finite Automatorover alphabel is a tupled = (5, ¢, so, F'), whereS is a finite set of states,
sg € S is the initial state’ C S is a set of accepting states, ahd- S x ¥ x S is a transition
relation. Awordw = a;...a, € X*, is accepted by if there exists a sequence of transitions
(s0,a1,81)(81,a2,82) ... (Sn—1,an, $p) such thats,, € F. It is well known that finite automata
acceptegular languages

A Labeled Partial Order(LPO) over alphabek is a tripleO = (E, <,«) where(E,<) is a
partially ordered set (poset) and: £ — X is a labeling of £ by letters of3. The set of all
LPOs over alphabeX is denoted by PO(X). For a subset of evenfs’ C F, the restriction oD
to £ is Opr = (B, < N(E" x E'),a)p), wherea g is the restriction ofx to £’. The set of
predecessoref E' is [(E') = {f € E | f < eforsomee € E'} and the set ofuccessorsf E’
isT(E') ={f € E|e< fforsomee € E'}. The sett’ is downward closedf | (E’) = E’,
andupward closedf 1(E’) = E'. A linear extensiorof an LPOO = (E, <,«) with |[E| = nisa
sequence = ejes ... e, Of all events ofE such that for every > k, ¢; ;{ er. Linear extensions
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describe compatible sequences of events with the partlerioig. The size of LP@, denoted by
|O], is|E].

LetOy = (F1,<1,a1) andOy = (F3, <5, as) be two LPOs oveE. We writeO; C O; if Oy is
aprefixof Os: there exists an injective mappihg: £y — E» such thatus(h(e)) = a(e) for all
e € Ey, h(F;) is downward closed, and <; f; iff h(e1) <5 h(f1). Moreover,0; is isomorphic
to O, denoted byD; = O», if O; C Os andO, C O;. A set of partial orderd” containsanother
set of partial orders(, denoted byX C Y, if for everyxz € X, there existg € Y such thatr = y.
We willwrite X =Y if X C Y andY C X. We say that embedsnto Y, denotedX C Y iff for
everyz € X, there existy € Y such that: C y. Given an LPQO = (E, <, «), thecoveringof O
is atriple(E, <, a) where< is the transitive and reflexive reduction ¢f i.e., the smallest subset
of F x F such that<*=<. Since two orders are isomorphic iff their coverings arernisghic, we
often consider covering relations instead of orders in ésé of the paper. Aausal chairin an LPO
is a sequence of eventses . . . e, such thak; < e; .

Cela Cezb €1a €2b Cela C€2b
\ D D T >
Ces. Ces Cea es. €3 €4 Ces
X b \«ia ib \a
(Ces Cler €6 er (Ces

Fig. 1. An LPO (left) with its covering (middle) and a restrictioright)

Fig. 1 (left) shows an example of LPO, with set of evehts= {¢; | 1 < i < 7} and labels
in {a, b, h}. A possible linear extension of this LPOdsesesezeqeres, Which corresponds to word
aahbbba. Sequences of eventseseg, e1ezeg andeqeqer are causal chains of the LPO. Fig. 1
(middle) is a covering of this LPO, and Fig. 1 (right) is itstrection toE’ = {e1, e2,e5,¢e6}. AS
E’ is upward closed, the order at the right of the figure is alsteépof the leftmost order.

2.2. High Level Message Sequence Charts

Definition2.1 (MSC). A Message Sequence Chanter finite setsP of processesM of mes-
sages and finite alphabdt is a tupleM = (E, (<, )pep, @, 1, ¢), Where:

e F is a finite set ofevents partitioned ask = Es W Er W Ey, according to the type of event
considered: message sending, reception, or intetoatic actiorthat is, local events to a process
which are not participating in communication;

e ¢ : E — Pis a mapping associating with each event the process thatieseit. Hence, the sets
E, = ¢~ 1({p}) for p € P, also form a partition ofz;

e For eaclp € P, the relation<,C E, x L, is atotal ordering on events located on proggss

e 1 C Eg x Epg is arelation symbolizing message exchanges, such thatff) € p with e € E,
andf € E,, thenp # q. Furthermore, it induces a bijection frofx onto Er, so with a slight
abuse of notation(e, f) € p is also written ag’ = p(e). The relation<,;= (U,cp <p U p)* is
a partial order ortr;

e aisamappingfronEto X = (Px{!,7} xPxM)U(P x A) and fromu to M, associating a label
with each event, and a message, f) in M with each paire, f) € u. The labeling is consistent
with w: if f = u(e), with associated messagée, f) = m, sent by process to processg,, then
a(e) is written asplg(m) anda(f) asq?p(m). If e is an internal actiom located on process,
thena(e) is of the formp(a). SummarisingX may be written agplg(m) | p,g € PAm €
M} U {p?q(m) | p,g € P, m € M} U{p(a) | p € P, a € A}. The labeling is extended by
morphism overr*.
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Non-interference in partial order models A5

As depicted in Fig. 2, we symbolize local events by bulletd emmmunicating events as source
and target of arrows labeled by a message name. The defialimre implies that the triple?, <,
,«) is an LPO over%, hence all notions related to posets also apply to MSCs. Velear from
the context, we simply write< instead of<,;. Given a subsef’ of E, we denote byM | the
restrictionof M to E’ (associated with the corresponding LPO restriction) andevete by\ \ E’
the restriction ofM to E \ E’. We denote byMsqP, M, A) the set of all MSCs over the sesof
processedyl of messages, and alphabtt

Definition 2.2 A linearizationof MSC M is a wordw € X* such that there exists a linear
extension- of M with w = «a(r). Thelanguagel (M) of M, is the set of linearizations dff .

The language of an MSC is hence a set of words over alphabEt design more elaborate be-
haviors, including choices and iterations, a key ingrediesequential composition, that assembles
MSCs processwise to form larger MSCs.

Definition 2.3. Let Ml = (El, (Sl,p)pEPa a1, 1, gf)l) andMQ = (EQ, (SQ,p)pEP, g, 42, ¢2)
be two MSCs defined over disjoint sets of events. Shquential compositionf M; and Mo,
denoted by\M; o My is the MSCM; o My = (E1 U Es, (<102, )pep, @1 U o, i1 U 12, ¢1 U ¢a),

where<iog p= (<1, U <2, U o1 ({p}) x ¢2_1({p}))*'

My: L P My P B Moy L PG
€19 my C1® my
c\ " a4 (1\ " Cad
2 my -2¢9 my
m3 qe m3 q
~— % ~— %]

Fig. 2. An example of sequential composition of MSCs

In Fig. 2, MSCsM; and M, are assembled to produce M3, o Ms. Intuitively, the relation
<102,p in def. 2.3 expresses that all eventslifi on procesp precede all events i/, on process
p. This (associative) operation, also called concatenatiam be extended to MSCs. For a set1
of MSCs, we denote byv1°* the set of all MSCs obtained by concatenatiok 8ASCs in M, with
M°* = U>0M°F. Sequential composition is used to give a semantics to higliel constructs,
namely HMSCs. Roughly speaking, an HMSC is a finite automaitoere transitions are labeled
by MSCs. It produces set of MSCsobtained by concatenating MSCs that appear along paths.

Definition2.4 (HMSC). A High-level MSQHMSC) is a tupleH = (N, —, M, ng, F'), where
N is a set of nodesM is a finite set of MSCs~»C N x M x N is a transition relationpg € N is
the initial node, and- is a set of accepting nodes.

As for any kind of automaton, paths and languages can be ddfinéiMSCs. Apathof H is a
sequence = tits ...t such that for each € {1,...,k}, t; = (n;, M;,nl) is a transition in—,
with n, = n,; for eachi < k — 1. The patlp is a cycle ifn), = n;. It is acceptingf it starts from
noden (i.e., n1 = ng), and it terminates in a node &f (n), € F).

Definition 2.5. Let p = t1to...t; be a path of an HMSCH. The MSC associated with
pis M, = hi(My) o ho(Ms)--- o hi(My) where eachh; is an isomorphism such that, if
M; = (Ei, (Sip)pep; i, pi; ¢i), thenVy # i, hi(E;) 0 hy(E;) = 0.

More intuitively, the MSC associated with a path is obtaibgdoncatenating MSCs encountered
along this path after renaming the events to obtain disgetg of events. To simplify notation, we
often drop the isomorphisms used to rename events, writinglg M, = M; o My o --- o Mj,.
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With this automaton structure and the sequential composdf MSCs, an HMSQH defines a set
of accepting pathsdenoted byPy;, a set of MSCsFy = {M, | p € Px}, and a set of words
obtained as the linearization languag@?) = U,,c ,, L(M).

a: M2 Ml :p q M2 :p q r ]\/floMQO]\/[3O]\/[20M4 :
L ] L ] L ] L ] L ] p q /rl
a/" C ] L ] L ]
ol gy o)) ] ], i
le—"] ——
My be as m n
@ ——— E—— . . E—— c ?4—/;'
s
. . ae
Ms: p q r My p q T Lm et
[C" ] m C ] L ] C ] m L ] L ] m le———
d'LL’ s —L,
€ o A he & ge he ie
— ——— E—— ——— [ R S S

Fig. 3. Anexample of HMSC

Fig. 3 shows an example of HMSC, with transitions labeleddwy MSCsM;, My, M3, My. The
MSC MioMsoMszoMooM, shown at the right of the figure is an example of MSC generaged b

It is well known that the linearization language of an HMS@dt necessarily regular, but rather
a closure of a regular language under partial commutatitwgiwyields many undecidability re-
sults (see for instance [Muscholl and Peled 1999; Caillawd. €000]). This does not immediately
mean that all IFPs are undecidable for HMSCs: Indeed, sktlasses of HMSCs with decidable
properties have been identified and we later define noratavid meaningful subclasses of HMSCs
and observations for which IFPs become decidable. In peaticthelocally synchronizedHMSCs
defined below (and used to obtain decidability results irti6ed) have regular linearization lan-
guages [Alur and Yannakakis 1999]:

Definition 2.6. Thecommunication graplbf an MSCM = (E, (<p)pep, o, 1, @) is the graph
(P, —) where(p, q) €— if there exists a pair of events, f) € u such that(e) = pandg(f) = q.
An HMSC H is saidlocally synchronizedff for every cyclep of H, the communication graph of
M, is strongly connected.

Consider again the HMSC of Fig. 3. The communication grapM8fC Ms o Ms is a graph
with {p, ¢, r} as vertices, and edg¢ép, q), (r, q), (¢, r)}. It is not strongly connected, 98 is not
locally synchronized. Indeed] generates MSCs of the for(@/, o M3)°* o M. For anyk, there
is a linearization ofC((M, o Ms)°% o Ms) starting with(a.plg(m).c.plq(m))¥. It reveals that in
H, the proces® can arbitrarily repeat action sequences of the farpig(m).c.plq(m) without
having to wait for any acknowledgment from other processbs leads the represented system in
a configuration where the remaining events bf, o M3)°* on g andr have to be executed (and in
particular receptions of sent messages). Hence, thereaiseabetweep andq,  due to this cycle,
and the linearization language Hf is not regular.

3. OBSERVATION AND NON-INTERFERENCE FOR MSCs

The power of an external observer can be described by anvattieer function, mapping every be-
havior of a system to some observables. In [Mantel 2000; 2D(Eouza et al. 2011], observation
functions are seen as specific language theoretic opesdfioojection, morphism, insertion, dele-
tion of letters,...), and in [Bérard and Mullins 2014], yh&re combinations of rational operations
(transductions, intersections, unions of languages).

In a distributed context, visible events can originate fidifferent processes. In a distributed and
asynchronous setting, the date at which an event is obspregitles a linear ordering on observed
events. However, this linear ordering does not necessewilgespond to an actual execution: two
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concurrent processes may execute events concurrentlgneersely, there might be some causal
dependencies among observed events. This informationt@mmatependencies might be available
to observers: If the system is equipped with vector clocksters maintained by each process to
count the known number of events that other processes hawitexl, as proposed in [Mattern

1988]), one can also record causality in observations ofstery. Hence, the natural and realistic
notion of observation for distributed computations is aeled partial order, where events that are
not causally dependent are considered concurrent.

3.1. Observations for MSCs

Definition 3.1 An observation function is a mapping fravmsqP, M, A) to LPO(B) for some
alphabetB.

From this definition, any mapping from MSCs to LPOs can be=dadin observation. However,
some observation functions are natural when consideriRg.IRs proposed in [Mantel 2001] with
the notion ofviews the alphabet labeling events that occur during an exetefia system can be
partitioned a& = VwCwN with visible, confidential and internal (neutral) labelstidns with la-
bels inV can be observed while actions labeledimre confidential and should be hidden. Internal
actions have labels itv and are not observabgepriori, but need not be kept secret. Subsequently,
depending on their labels, events are also called visiblefidential, or internal events.

Various observation functions can be defined from such atipart The most natural ones are
restrictions to visible events, and pruning of confiderdigtions, which are standard operations in
language based non-interference literature, but needpodugsely defined in a partial order setting.
Let M = (E, (<p)pep, @, it, ¢) be an MSC with labeling alphab&. We consider the following
observation functions:

e identity: the identityid(M ) = M outputs the same LPO as the executed MSC;

e Restriction: OV (M) is the LPO obtained by restriction @ to a~*(V). Intuitively, OV (M)
represents the visible events and their causal dependahaieone may observe during the com-
plete execution of\/; Note that restriction ta.—! (V) suffices, as< is transitive.

e Pruning: O\, (M) = OV (M\ 1 (e~ *(C))) is a function that prunes out the future of confiden-
tial events fromM, leaving only the visible events and their causal deperidensbserved when
no confidential event, nor their future, are executed within

e Localization: O?(M) = OV (M,g,), for a given procesp < P, is the observation of visible
events of)M restricted to those events located on proged¢ote thatO? (M) is a total order. In a
distributed settingQ? (M) is particularly interesting, as it represents the pointiefwof a single
proces® € PP, considered as the attacker of the system. We hence assurestriction on the set
of events that can be executed and observeg laynd letV’ = X, = a(E,) when usingO®.

3.2. Non-interference for MSCs

As noticed by [D’Souza et al. 2011] in a language settingyrimiation flow properties of a systesh
are usually defined as compositions of atomic propositibttssoformop, (S) C op2(S). Changing
the observation functions , op, (or the partition of) leads to a variety of such atomic properties.
Information flow properties of MSCs can be defined similarly.

Definition 3.2 Let Oy, O, be two observation functions ovarisqP, M, A). An MSC M sat-
isfiestheinclusion propertyfor O1, O, writtenC o, 0, (M), if O1(M) C Oz(M).

Very often, interference is informally described as cadegdendencies between confidential ac-
tions and observable ones, but formalized in terms of laggsi@omparison,e., with interleaved
representations that miss information on concurrency andality. Consider for instance the basic
HMSC of Fig. 4. It generates only two MSC31},;,, and M;,,,. Now assume that an attacker of
the system can only observe actianandb, that action is a confidential action, and that all other
events are unobservable. In an interleaving setting, tiaelar may observe words andba, no
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Mhigh Mlow:
e =5 e =5
he
an\m> ae be
be

Fig. 4. A HMSC showing the discriminating power of partial ordepmesentation.

matter whetheh occurs or not hence, the system does not leak informatiow, N@n attacker
has the capability to observeb and their causal dependencjeében observing that precedes
reveals the occurrence bf So, in a setting where causal dependencies can be obstreagstem
leaks information. For a single MS@/, the notion of non-interference is defined as a comparison
of partial orders:

Definition 3.3, An MSC M overX = C'& V W N is non-interferenif OV (M) = OV, (M).
OtherwiseM is saidinterferent

We now show that interference in a single MSC can be chaiaetkin terms of causal dependen-
cies from confidential events ifi to visible ones inl/. We then show in Section 3.3 that checking
existence of such dependencies can be performed via cgplofgvents. For a single MSC, compar-
ing observation®" andO{’c as defined above highlights dependencies between conéitiand

visible actions. Hence, interference isiagleMSC can be defined through causality:

PROPOSITION 3.4. Let M be an MSC oveE = C' WV W N and set of eventg. Then,M is
interferent if and only if there exists two eventg such thain(e) € C, o(f) € V, ande < f.

This result will be used to define interference in terms of M&ring, and also to prove that
this coloring is compositional.

3.3. Interference detection by coloring

The relation between causal dependencies and interfepatisefor a graphical interpretation of
interference in MSCs, represented as a propagation of & bi&ken inherited from confidential
actions along causal dependencies. Intuitively, any cenfidl action and successors of actions
marked with a black token are also marked with a black toketh erery process containing a
black action is also marked as black. This black and whiteraad representation of MSCs will be
conveniently used later to detect information flows in HMSCs

q r D S
—/ —/—— L ] L ]
mia 0)
PN
o my | o
\
) o my
\
@ cC 5 me O%a O
° ms
e o
° mr
—2 s
] ] ] ]
° ° o )

Fig. 5. An MSC M,,, tagged with black and white tokens
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Definition3.5 (MSC and process coloring Let M be an MSC over an alphabet= CyVyN
and a set of events. An evente € E is blackif a(] (e)) N C # (§, andwhiteotherwise. A process
p € Pis black afterM (resp.white after M) if there exists a black event located pr{resp. no
black event o).

Fig. 5 shows a coloring of an MS@/,,, in black and white. The alphabet of confidential actions
is C = {q(c)}, i.e. it contains an atomic actianexecuted by process We attach a black token
to every black event and a white token to other events. Silpilae indicate with a black/white
token below process lines whether a process has met a bleak tluring its execution. Intuitively,

a black process can detect occurrences of confidentialgwvesit executes events that are causal
consequences of confidential events. In this example, pspcean detect occurrences of(it is
black afterMy,,), but process cannot.

In this coloring setting, interference has an obvious gjp@nal meaning: an MSC is interferent iff
it contains avisible black eventThe MSCM,,, depicted in Fig. 5, is interferent a8r(m7) € V.
Hence, deciding if an MSC is interferent reduces to seagchipath from a confidential event
to a visible one in an acyclic graph where events are seenréisesgeand pairs of eventg, f)
in (Upep <,) U u as edges. Since an event has at most two immediate succebgogsaph to
consider has at most = |E),| vertices an® - n edges. Hence, interference detection in a MSC
can be performed in linear time as a graph exploration staftom confidential events. Another
interesting property is that deciding the black/whitelstadf a process after a sequence of MSCs of
arbitrary size can be performed in bounded memory.

PROPOSITION 3.6. Let M;, M, be two MSCs with labels i = C'w V & N. Then, process
p € Pis black afterM; o M iff it is black after M7, or it is black afterMs, or there exists a process
q black afterM; and a pair of events < f in M, such that is located ony and f is located orp.

This important property means that it is sufficient to rememhe black/white status of each
process after concatenatidd; o - -- o M}, along a path of an HMSC to compute the status of
procesy after concatenationf; o --- o My, o My41.

4. OBSERVATIONS ON HMSCs AS PARTIAL ORDER AUTOMATA

In this section, we first discuss extending observationtione from MSCs to HMSCs and show that
the inclusion problem as well as non-interference are uddete for HMSCs. We also remark that
some observation functions on HMSCs can be obtained by ddisgnpartial orders obtained by
observation of MSCs encountered along a path, but with caitipp operators that are more pow-
erful than sequential composition of MSCs. This suggessl#finition of Partial Order Automata
(POA) that are finite automata where transitions are lableyedPOs. To increase the expressive
power of this model, we introduce various ways of assembiliregpartial orders appearing along
paths through composition operators and selection fumstibhe main purpose of this section is
to present the material needed in Section 5 where we provatimainterference is decidable for
the subclass of locally synchronized HMSCs. This resulthtaimed by (1) building two partial
order automatad; o, and. Ay o, associated with a locally synchronized HMSL, respectively
accepting observation®, (H) and Ox(H) and (2) proving that in this case, the inclusion prob-
lem O, (H) C O2(H) is decidable. In this section, we mainly identify sufficienditions on the
observation functions to achieve point (1) above, whilddigaility is proved in the next section.

4.1. Extending observations to HMSCs

In order to extend an observatidhto an HMSCH, a first way consists in applying to all MSCs
in Fy, definingO(H) = {O(M) | M € Fy}. In particular :0V-°(H) = {OV(M) | M €
Fu}, OKC?(H) = {O\(M) | M € Fg}, andOP°(H) = {O?(M) | M € Fp}. Extending
Definitions 3.2 and 3.3 to HMSCs, we have:
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Definition 4.1 An HMSC H satisfies thénclusionproblem for©Q;, Oz (written Co, 0, (H))
if O1(H) C Oz(H). Itis non-interferentf O{/’C"(H) = OV°(H).

The example of Fig. 4 is a typical situation whede; (1) andOV>*(H) differ: O\ (H) con-
tains a single LPO with two concurrent events labetednd b, while ©OV-°(H) contains in ad-
dition a second LPO with two events labeledand b such thate < b. Unfortunately, the ob-
servation functions above do not take into account the stracof the HMSC generating g,
and furthermore, they are not necessarily compositiomagdneral, an observation functidh
is not a morphism with respect to the concatenation, tha®{d/; o M) # O(M;) o O(Ma).
This drawback was already observed in [Genest et al. 2003prfojections of MSCs: in gen-
eral, OV (M; o M) # OV (M) o OV (My). Consider for instance the example of Fig. 2 with
V = {c1,c2,c3,d}. One can easily see th&" (M, o M) is an LPO in which the event car-
rying label ¢; precedes the event carrying laldel This causal dependency does not exist in
OV (M) o OV (M,). Hence, checking inclusion for HMSCs may require to consjateperties
of complete sequences of MSCs as a whole, raising algoutHifiiculties, or even undecidability.
Other ways to extend observations to HMSCs, are to asserbsknations of MSCs piecewise,
following the automaton structure of HMSCs, or to forbid MS€bntaining confidential events:

OV*(H) = {OV(My)o-- 0OV (My) | Myo---o My € Fr},

OVF (H) ={OY(Myo-- o My)| Myo---0 My € Fu A Vi,a(E;) N C = 0},

OP*(H)={OP(My)o---0OP(My) | Myo---o My € Fu},
where concatenation of LPOs is performed processwise dik&S5Cs. The observatio@{/’c'(H)

is of particular interest, as it describes observations 8{0d inF that do not contain MSCs with
confidential events. Also note that, sinG&é(1/) is a total orderQ? satisfies the morphism property,
which impliesOP°(H) = OP*(H).

a b
€1 €7
ic d ie
€9 » €5 » €8
! |

/

a ,vh
€3 - _ s €9

N - - v
b Tl

~ -

g S < h/<\\\ )
€4 >eq ~e10’

Fig. 6. Projection of MSCM1 o M2 o M3 o My o MsonV = {a,b,c,d,e, f,g,h,i}

The difference between observation functions is illustlain the MSC obtained froi in Fig. 3
(right), with V' = {a,b,c,d, e, f, g, h,i} as alphabet of visible events. Fbf = M; o My o M3 0
My o My, the (covering of) observatio®" (M) € OV-°(H) is depicted in Fig. 6. The observa-
tion covering for the same path @">*(H) is obtained from this diagram by removing the dashed
dependencies fromx to eg and fromes to e1¢ and toeg. This example clearly shows that concate-
nation of projections of MSCs and projections of concatenatof MSCs differ. In our example,
this mainly comes from the fact that dependencies stemmarg fnessage: in M; and messages
m,n in My, are lost during projection. Observati@i-*(A/) is simply the restriction of this order
to ez, es, €9, €10.

Even when a projection of an HMSC is an HMSC langudge @ language recognizable by an
HMSC), equivalence, inclusion or emptiness of intersectice undecidable. HMSC languages are
not always regular and the observation of an HMSC needs ndeéar either. In fact, due to the
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close relationship between HMSCs and Mazurkiewicz tratest properties requiring to compare
languages or partial order families are undecidable for I@8I§Caillaud et al. 2000; Muscholl and
Peled 1999; 2000]). So, given two HMSE@E and H,, one can not decide £(H,) C L(Hz), nor

if Fu, C F,. This yields the following result:

THEOREM 4.2. Theinclusion problemio, o, (H)is undecidable fold an HMSC and),, Oy
two observation functions.

PrRoOOFE The proof is a reduction from the inclusion problem for rder families generated
by HMSCs. For two HMSC$1; andHs, the question of whethefy, C Fg, is undecidable [Cail-
laud et al. 2000].

Let H; = (N1, —1, Mi,n01, F1) andHy = (Na, —2, M2, ng 2, F2) be two HMSCs, defined
over an alphabet of visible actiofs, and with a seP containing at least two processes. We build
an HMSCH, that behaves likéf, or H5 if a confidential action can occur, and lik&, otherwise,
and choose observation functiofds = OV:°, 0, = (’){/C" Then inclusiorCp, o, (H) holds iff
Fu, € FH,.

Letc be a new confidential action aiitl ¢ P a new process. We defidé. as the MSC containing
the single atomic action on process’,, as illustrated on Fig. 7 (middle). The new HMSC =
(N1 W No, —, M, ng 2, F1 W Fy) is defined over alphab&l’ = V U C, whereC = {P.(c)}, as
follows: M = My W My W {M.} and—=—1 W —2 W{(ng 2, M., no,1)}, as illustrated on the left
part of Fig. 7. Fol0; = OV-° and®, = (’){/C" we haveD, (H) = Fy, andO, (H) = Fg, U Fa,.
ThusCo, o, (H) if and only if Fr, C Fg,, which concludes the proof.o

Note that undecidability of inclusion problems is not dueatparticular choice of observation
function: a similar proof is obtained fa?, = OV:° or O; = OV>* andO, = (’){/C' by replacing
M. by an MSCM/ in which processP. sends a message to all other processes after performing
actione, as depicted on the right of Fig. 7.

H
. 1
@ Me: p Me: p o p P,
]\/[c — o C———3 —/—
Co
cCe
m
D e
L m
\>

Fig. 7. Non-interference in HMSCs as an inclusion problem

This result extends to non-interference properties:
COROLLARY 4.3. Non-interference for HMSCs is undecidable.

PrROOFE Consider again the example HMSC built in the proof of theorem 4.2 (and shown in
Fig. 7). Recall that observable events are thosHirand Hs, while the only confidential event in

H is the one labeled by. The chosen observation functions &é&-° and (’){/C" If an algorithm
answers the interference question for any HMSC, then it eausked to check isomorphism &%y,
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and.Fy, for any pair of HMSCH1, H» (by building the HMSCH as in the proof of theorem 4.2).
Thus, the interference problem for HMSCs is undecidahie.

4.2, Partial order automata

While HMSCs assemble finite MSCs to produce larger MS@sparticular LPOs, inclusion and
interference properties do not compare MSCsdhsgervations of MSC#s mentioned above, pro-
jections of HMSCs are not in general HMSCs [Genest et al. R0@hce observations of HMSCs
are not HMSCs either. To compare the orderings (or their iogs) obtained by observation of a
set of MSCs, we need more general structures. We proposésisdbtion a model calleBartial
Order Automata (POA)hat assemble partial orders (or their coverings). Rantier automata are
automata labeled by finite orders, and at each transitienywdy to assemble the labeling order
depends on a glueing operator attached to this transitimhpa a set of memorized events. This
model is more general than HMSCs, where the glueing opesdtioe same (sequential composition
o) for every transition. However, in this paper, we will notutke whole expressive power of partial
order automata, and we will only use POA to define projectafrsartial order families generated
by HMSCs. Yet, we need a model that is more expressive than €8s explained earlier, the
observation of a sequential composition of MSC differs fribva sequential composition of their
projections.

Definition4.4 (Composition operatgr A composition operatafor partial orders is an operator
® : LPO(X) x 2F x LPO(X) — LPO(X), whereE is a set of events, that computes a partial order
from a pair of partial order§;, O, and a subset of identified eveMtem, from O;. The result is
denoted by O;, Mem,) ® O,. In practice, the operation is performed from covering®oandO,
and produces a covering of the result.

A selection functioris a functionlI associating with a partial ord&? = (E, <, «) a subset of
eventsk’ C E. A selection functiorI is monotonicif, for every pair of orders); C O,, with
01 = (E1,<1,01) andOs = (h(FE1) W E2, <2, aa), Whereh is the injective mapping between the
sets of events provin@; C O, thenII(O3) C h(II(O;)) W E5. FunctionIl is a finite memory
function if there existd{ € N such tha{II(O)| < K for every LPOO € LPO(X).

Selection functions are used to memorize events of intelkgstg the construction of a covering
relation by a partial order automaton. Intuitively, givamtcovering®); = (E1, <1, a1) andOy =
(E2, <2,a2), and a memorized subset of eveMem, in F; thenO = (O;,Mem) ® O is a
coveringO = (F,<,«a) whereE = FE1 W Fa, « = a3 U ag, and< is a covering relation that
contains<; U =<5 and such thak \(<; U <2) € Mem x E» (the operator only glues events
from the selection and events from the newly added ordet)uk&onsider a monotonic selection
function II, and a sequence of composition operations. Slightly agusir notation, we write
01 ®1 Oy instead of(O1,11(01)) ®1 O, and similarly for sequences of compositions, we write
O =0, ® 02 ®s--- Q1 Ok, and leave the selection process implicit. For monotoriacsien
functions, remembering previously memorized events ®dfto compute a new memory. We can
hence safely writdl(Mem® O) to define the set of events memorized after concatenatiéhtof
any orderO’ such thafI(O’) = Mem

In the rest of the paper, we consider composition operahatsaissemble multiple copies from a
finite set of ordersi,e., compositions of the forn® = O; ®; O3 ®s - - - ®k_1 O Where eaclO;
is a copy from a finite set of LPOs, and®, - - - ®_1 are composition operators. To distinguish
multiple copies of an order and of its events, we denotd 6y the j** occurrence of ordef =
(Ep,<r,ar) € L, and bye) thej** occurrence of some evente E.

Example4.5. An example of selection function is the function, denotedtaxEvt that selects
the last occurrence of each event of each ordér. ifor a sequenc® = O ®1 O3 Q9 - - - k1 Ok
andL € L, thenMaxEV{O) = Urcr.{eV) | e € E; A|O|L = j}, where|O|y, is the number of
occurrences of. in O. One can notice thaflaxEvtis monotonic, and returns a finite set of events
regardless of the size of the considered sequence of cotignssi

ACM Transactions on Embedded Computing Systems, Vol. VN\Ndrticle A, Publication date: YYYY.



Non-interference in partial order models A:13
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Fig. 8. Assembling orders witlil, and®,,
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Example4.6. Consider the example of Fig. 8. Let us define a selection foimdi, that re-
members the maximal occurrences of events carrying lalieht are maximal with respect to the
ordering, and a composition operatoy, that merges an order by creating dependencies from all
memorized events to minimal events of the appended orderfifhre shows two orderS;,0-,
the set of events kept in memory (in dashed parts) and thenasseé ordeiO; ®, O-.

Definition 4.7. A Partial Order Automaton (POA) over a finite €& Sof composition operators
is atupled = (Q, —, L, qo, F, A, II) whereQ is a finite set of stateg, € Q@ is the initial state,
F C Qis aset of final state§, is a finite set of LPOs;—C @ x L x @ is a set of transitions) is
a mapping associating with each transition an operator fodt§ andlIl is a monotonic selection
function. The transition relation is deterministic: forckad. € 1., and eacly € @, there is at most
oneq’ € @ suchthafq, L,¢') e—.

O Oz Oy,

For every pattp = ¢qo — ¢1 — ¢2...qs—1 —> ¢& of A, one can compute an LPO,
assembled a9, = O1 A(q1, O2,¢2) O2 ... A(gr—1, Ok, qx) O. For readability, we often omit the
specific operators used to assemble orders, and simply@yite O ® O, - - - ® Oy, For two events
e and f, we writee <, f whene precedes in the partial ordeO,. The partial order language
of a POAA is the set of orders obtained by assembling orders alongtogepaths of4, and is
denoted byF 4. The linearization language of is the set of linearizations of ordersfy.

A

o O; : 01 ®2 02 ®1 01 ®2 02 :
OuONCIE QI
oo N
ega eq €5c €2a €4 eSC
eﬁa €g
0> o
ela €3b €7a egb
| Lo
ega €4 61(? €12
N

el el ef
Fig. 9. An example of Partial Order Automaton
Consider the POAA depicted in Fig. 9, over the set of ordéis= {O;,0-.}. We choose a
selection functioril that remembers all maximal events in the order generatedrsarid we let

®1 = A(ng, O1,n1) be the operator that glues minimal events of the appended tarthe maximal
events formerly memorized, ar@, = A(n1,O2,np) be the operator that creates a precedence
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relation from every event memorized with laleto the minimal events with label in the appended
order. With these operators, our POA generates for instédneogrdetO; ®2 Os ®1 01 ®2 O shown
at the right of the figure.

First note that deterministic finite automata are particcdses of POA where each order labeling
a transition is reduced to a single event, and the only opeiatolved is the standard concatena-
tion on words. As mentioned above, HMSCs can also be seenréisupsr cases of partial order
automata: one simply needs to relabel transitions with Hré&igd order associated with the corre-
sponding MSCs, use as selection function a function that onizes the last event on each process,
and as unique operator the operator that connects for eackgs this last event to the next occur-
rence of the minimal event on the same process. In the otheawmand, observation functions can
be applied to POA in a similar way as done for HMSCs: an obsienvdunction© can be applied
on a partial order and for a POA, O(A) = {O(L) | L € F.4}. According to these remarks, the
undecidability results for HMSCs immediately extend to POA

PrROPOSITION 4.8. Let A, Aq, A; be POA, and le©;, O, be two observation functions. Then
the inclusion problem& 4, C F4, andO;(A) C O,(A) are undecidable.

4.3. Threaded and locally synchronized partial order automata

Most of formal properties of HMSCs are undecidable, and Nidexception. However, decidable
subclasses of HMSCs have been identified. Locally synchesnHMSCs have regular lineariza-
tion languages [Alur and Yannakakis 1999]. Hence inclusiba regular language, or comparison
of HMSC linearizations are decidable problems for locaimahronized HMSCs. It is then rea-
sonable to consider a similar approach for partial ordesraata and identify subclasses on which
comparison of covering relations is decidable. One of thtofa that yields decidability in HMSCs
is very often the fact that orderings are organized as psesed\Ve can not have similar notions of
processes in partial order automata, that only assemblemerces of labeled events. However, we
can use the fact that ordersy are generated as compositions from a finite set of pattertsaoe
acterize subclasses of partial order automata where esanise grouped and ordered according to
common characteristics, and generate orders with cligliesunded width.

Definition4.9 (Threaded POA A partial order automaton ihreadedf for every pathp of A
containing at least two occurrences of some ofdet (E, <,«) and every evert € E, we have

e <, el for any two consecutive occurrences(@f

The intuition behind threaded POA is that in orders gendrbyea threaded PO, the size of
cliques (sets of concurrents events) is bounded by a fattbesize of the alphabet labeling events.
This allows to organize orders 8t in threads in a similar way as events are localized on processes
in HMSCs. This property is essential to be able to decidenf&iance, isomorphism of partial order
families, as it bounds the degree of the covering relatioregeent can only have a bounded number
of successors). Consider the example of Fig. 9. Clearlytdtlee use of operatap, that creates
a 'synchronization barrier’, every occurrenegof some event in O; or O, precedes the next
occurrences;, of the same event in any ordéy, associated with a pathof .4. One can notice
that the composition operatorof HMSCs immediately grants threaded partial order autayres
MSCs are composed processwise, and hence two successivesnoes of the same event in two
occurrences of an MSC are necessarily ordered.

THEOREM 4.10. Given a partial order automatonl with selection function MaxEvt, one can
decide ifA is threaded. Furthermore this problem is in co-NP.

PROOF A path satisfying the property of Def. 4.9 is said to be thiesh We first show that is it
sufficient to consider elementary cycles4kxtended by one transition to decide whether a POA is

threaded. Consider an accessible cycte ¢ O, qi--- N q of A and the path’ = p.(¢,01,¢1)
that extend® with one single transition. We call such a path an elemergaguence. Obviously, if
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there is an eventin O; such thae() £ (), then any path ofd that ends wittp’ is not threaded,
and henced is not threaded.

Conversely, suppose that all elementary sequenced afe threaded, but that one can find
a pathp of A that is not threaded. That ig is of the form p;.(q,01,¢').p2.(q, 01,4 )ps,
and is such that some occurrend@ in the i** occurrence of0; does not precede the +
1)!" occurrence ofe in the (i + 1) occurrence ofO;. Clearly, the sequence of transitions
(q,01,q").p2.(q, 01, ¢') is not an elementary sequence, otherwise one would Héve< e+,
However,(¢,01,q").p2.(q,01,¢’) is obtained by insertion of elementary cycles in an elemgnta
sequence.; = (q,01,¢').p,,.(¢,01,¢") starting and ending with transitiof, O1,¢’). In p, we
havee < e thatis, there exists a causal chal) < f; < ...fr < g1 < -+ < gw <

hy < --- < hpr < €@, wheref,,..., f; are events 0051), g1,...,gr are events 0D, , and

hi,...,hy are events 009. Consider insertion of an elementary sequence by replacingi-
tion (gs, O2, gs+1) by an elementary sequengg= (¢s, O2, ¢s+1) - - - (¢s, O2,¢s+1) In p;. Then if
there exists no event @, in the causal chain from?) to ¢(?), then the causal chain is preserved
by replacement of one transition by this elementary sequédow, supposing thad, contains a

set of eventg, ~ ...g, of the causal chain, we still havé!) < gt(l) in O,,. Similarly, we have

g§1> < gt(/l), and due to properties of elementary sequences, Wegﬁé\\/e_i gt(?). Now, as the se-

lection function recalls last occurrences of events, amg tise same operators that depend only on
chosen transitions, we will ha\gé,z) < hy < ...e®. Similar reasoning holds when inserting sev-
eral occurrences of elementary sequences between tworencas o0, . As all paths containing
two consecutive occurrences of some order can only be @utdip such insertions, this allows to
conclude thap is threaded, which contradicts our starting hypothesisidded is threaded iff all
its elementary sequences are threaded.

Now, let us consider the complexity part. Finding an acyphithp containing twice transitions
(g1, O, q2) can be done non-deterministically in polynomial time, bpasing non-deterministically
a path starting frong2, and stopping as soon as some transition was already ercednbr when
reaching the second occurrence of transifipn O, ¢2). Followed path are of length at mdst— |.
Appending an order to an existing one and maintaining a seelafcted events can be done in
polynomial time, as it suffices to add a bounded number of efgaevents and covering relation).
Denoting bym the maximal size of an order ih, each step hence adds at mestevents and
IL| x m? elements to the covering relation built so far. For a chosemte, one can maintain
during construction of the order a sgtof at most|LL|.m events that are both in the set of events
kept by the selection function, and successors. dfhen, if one ends with a second occurrence of
(q1,0, q2), it is easy to check thaf?) is a successor of some event®f O

Our overall objective when defining POA is to provide toolctompare partial order families,
and in particular HMSC projections. It is well known that &l synchronized HMSCs have reg-
ular linearization languages, and as a consequence, mapgnies are decidable for this subclass
of HMSCs. Note however that most of results provided for HM®{y on properties of their lin-
earizations. When a HMSC has a regular linearization lagguihe language of its projection onto
a subset of events is also regular. However, as shown in the@e of Fig. 4, considering lin-
earizations of a system in not always sufficient to charaténformation leaks. We will hence rely
on a subset of POA, that have a regular linearization langulagt more interestingly, for which
isomorphism of generated partial order families is dedigld®eing threaded is not a sufficient con-
dition for a POA to define a regular language. Inspired by thsscof locally synchronized HMSCs,
we define an appropriate syntactic class of POA that havdaeunguages. Locally synchronized
HMSCs rely on properties of communication among processegdles. POA do not possess this
notion of process, but in threaded POA, ordering among evefrthe same kind replace this total
ordering among events located on the same process. We leynomproperties of aommutation
graph(instead of communication graphs in HMSCSs) to defaeally synchronize®OA.
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Definition 4.11 Let O = (E, <, a) be a partial order, and be a path such tha = O,. The
commutation graplof p is a graphC'G(p) = (E, ~) where(e, f) e~ iff

ec <, f (eprecedes in 0,),
e eV <, , @ (the first occurrence of precedes the next occurrencefyf

A POA A is locally synchronizedf it is threaded, and for each cycleof A, CG(p) is strongly
connected.

Consider again the example of Fig. 9. We already know thatRA is threaded. Furthermore,
the synchronization barrier imposed by operatgrguarantees that every occurrence of an event
in O; ® O either precedes either the occurence of en eyentO; ® O, (this is for instance the
case for eventsy, e5 in the example at the right of the figure), or precedes the oestirrence of
this event (this is for instance the case for eventandeg in the example). This property applies
for any pair of events, and also for ord@s ® O,, so the POA of Fig. 9 is locally synchronized.

THEOREM 4.12. Let A be a threaded POA with a selection functibhthat memorizes a
bounded numbeK of events. Then one can effectively decid4 i locally synchronized.

PrROOFE (Sketch) Existence of disconnected communication grapimsbe proved on cycles
that contain at most one occurrence of each transition.elhdior a selected pair of evenisf
in such cycles, as considered automata are threaded jamseftanother elementary cycle simply
extends the length of causal chains and does not changeatedness ot f(1) () () |t
then suffices to detect these cycles, build their commutaiaph and check that these graphs are
connected. O

4.4. Finitely decomposable observation functions

So far, we have identified a class of threaded and locallyteymized POA, that appear as good
candidates to represent some observations of locally sgnided HMSCs. It then remains to show
that this is the case. For this, we proceed in two steps: wed@fine properties of observations
functions that guarantee that observation of families of08btained by sequential composition
from a predetermined set of MSQg can be effectively represented by POA. Namely, we require
the observation of orders in°* to be expressible as compositions of observations of MS&s fr
M with a finite set of operators, and we require existence ofatfan that can choose the right
operator to assemble orders at each moment of the sequence.

Definition 4.13 An observation functior® is decomposablev.r.t. a set of MSCsM iff there
exists a finite set of operato®PS= {®1, ..., ®;} and a functionl : M°* — OPSsuch that for
every pair of MSCs\ly, My in M°*, O(M; o Ma) = O(M1) @y nr,) O(Ma), Wherexyay,) =
U (My).

Decomposability of an observation function w.r.t. to a seM&Cs guarantees that the set of
operations needed to assemble the observations of two MBCsl#ain the observation of the
concatenation of these MSC s finite, and that the operaticapply only depends on the order
observed so far. This is a first step towards some form of caitippality for observations. This
is however not sufficient to build incrementally an obseorabf a HMSC, as one may still need
unbounded memory to assemble two observations.

Definition 4.14 An observation functioid is finitely decomposablié it is decomposable, and

(1) there exists a bounde N such that for every sequence of MSQ5, ..., My, andVj € 1.k,
denoting by| <;.; | the size of the covering o®D(M; o --- o M;), we have| <1 \(<1.;
U <,.x)| < c. Intuitively, the events in every MS@/; are connected to a bounded number of
predecessors and successors, regardless of thejindex

(2) there exists a boundh and a selection functiofil such that for every sequence of MSCs,
My,. .., My, forevery(i,j)with1 <i < j <k,
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(a) Visregular, i.e. there exists a deterministic finite state mactitethat reads sequences of
MSCs and associates an operator with every state.

(b) TI(O(M) ® --- ® O(M;)) is a setMem of size at mostn containing events i (M;) ®
e® O(Ml)

() <ii+1<€ Mem x E;1 (the memorized events are sufficient to build the orderiomfevents
in O0:...0; to events inD, 1),

(d) I(O(M1) ® - -- ® O(M;)) is a setMem; of size at mosin containing events iD(M;) ®
-+ ® O(M;) such thaMem; N O; ... 0; C Mem

Intuitively, for finitely decomposable observation fumets with memorization functiofl, this
function keeps in memory only a bounded number of eventsribatl to be used later along ob-
servation of a sequence, and the computation of the memagnipositional, in the sense that it
removes useless events from memory at previous steps, dachad events that will be used later.

THEOREM 4.15. For every HMSCH = (N, —, M, ng, F'), and every finitely decomposable
observation functioi® (w.r.t. M), one can build a POAd o that recognize®(H).

PrROOF Foragiven HMSMH = (N, —, M, ng, F') we build the finite partial order automaton
Ao = (Q,—,O(M),qo, F', A, II). We defineQ = {no} U N x OPS whereOPSis the set
of operators used by the finitely decomposable observatination©. We set—:' as the set of
triples of the form((n, op), O(M), (n’,0p’)) such that(n, M,n’) €— and there exists a path

p=ng ELIN ny--- M, n of H suchthatW (Mjo... My) = opand¥(Mio... Mo M) = op'. As

U is regular—’ is finite and can be built inductively. Last,: Q x O(M) x Q — OPSassociates
operatorop with every transitiort = ((n,op), O(M), (n', 0p)) €—', andA((ng, O;,n’)) = id,
that is an observation starting from the initial node of tHd$C simply copies the observation of
the first MSC recognized from the initial node Bf. O

PROPOSITION 4.16. For every HMSCH, observation function®"', (’){/C, OP are finitely de-
composable, with bounds < |P|?> andc < |P|3.

PrROOF (Sketch) We build this proof on the result of [Genest et D3, that shows that pro-
jections of HMSCs can be recognized by finite partial ordé¢omata. These automata memorize
events that can still have a successor in the projectediogvaiation, and use singlecomposition
operator that connects the projection of a newly observe@ kdSnemorized events (whence finite
decomposability of the function that associates an opetatsequences of MSCs). As the set of
events to memorize is always finite, as shown in [Genest &08I3], one can design a POA with
finite memory selection function that recogniz8% (H). The proof for(’){”C(H) andOP(H) is

similar. O

A consequence of this proposition is that one can build gladider automata that generate
OV (H), (’){/C(H), OP(H). One can also notice that automata that recognize profectd HM-

SCs are threaded, since with the composition operators tiged” event on a process necessarily
precedes the + 1" event on the same process. Now, this does not mean thatimclpsoper-
ties are decidable. We have to consider subclasses of Ipandier automata, and then check that
observations fall into these subclasses.

5. INTERFERENCE DETECTION ALGORITHMS

In this section, we prove that non-interference is decieldbi locally synchronized HMSCs. To
check an inclusion problem for an HMSE, and subsequently check non-interference, one needs
to compare runs itdp, x and.Ap,, g for two suitable observation functiod®;, O2. A run p; of
Ao, is compatiblewith a runp; of Ap, g if O,, is a prefix ofO,, (i.e., one can find a matching
functionh sending events af,, ontoO,,, as in the definition of prefix in section 2). Notice that
there can be several runs df,, i (possibly an infinite number of them) that are compatibléwit
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a chosen rurp;. However, as soon as partial order automata are threadedamweive a finite
representation for sets of runs that comply with a finite orde

5.1. Minimal explanations and unfoldings of POA

One important fact with HMSCs is that if a run is compatibl¢hna given observation, then extend-
ing this run with an additional transition still producesmrpatible run. Similarly, one can consider
cycles that have no observable effect as implicit. Thespeptees still hold for threaded POA, and
can be used to finchinimalandfinite sets of explanations.

Definition5.1 (Minimal explanations LetO, O’ be LPOs, leMembe a subset of events 6f,
and letA be a threaded POA with finite memory functibihand letq be a state ofd. The set of
minimal explanationsf .4 compatible withO starting fromO’, Mem ¢ is the set of all shortest paths
oftheformp = (¢,01,¢1) ... (gx—1, Ok, qr.) Of A, starting fromy such thaD C 0'®0;®- - -QOk,.

Considering shortest paths is one essential requiremératvio a finite representation for the set
of paths ofA that have a particular ordér as prefix. Hence, i© is already a prefix 00,, we do
not consider paths of the formy’. This is however not sufficient to obtain a finite represeotedf
paths embeddin@: a set of minimal explanations can still be infinite. Indesmhsider an orde®
with only two events: < a’. ThenO could be a prefix of any order of the for@ (@ O2)* ® O3
whereO; containsz, O3 containsz’, andO, only events that are not causally related to occurrences
of a ora’. However, such iterations can be handled. We reuse idemdqFiélouét et al. 2014] where
a finite unfolding of an HMSC is built to perform diagnosisir@ partial order observation, and an
abstraction technique introduced in [Alur and Yannaka®i89] to represent finitely sequences of
MSCs that are partially executed. Let us first build a finifgresentation for this set of paths.

Starting from POAA = (Q,—,L, qo, F, A,II) and LPOO, we build inductively a POAS,
where states and transitions are obtained by unfoldingnd remembering after each transition the
part of O that is a prefix of a path ending in this state, and the memdexents. States are hence
of the form(g, Mem,, E,, ), whereq is a state of4, Mem, is a description of memorized events (a
subset containing events froem- the initial memory contents- and newly generated evegis),
is a subset of events @fo. There is a transition frorfy, Mem,, E,,) to (¢/, Menjz, E;) labeled by
O; iff there exists a transitiofy, O;, ¢') in A, and:

o B, # Eo (O was not already regognized)

e Menj, = II(Mem, ® O;), where® = A(q, O;,q'),

e £ is the maximal subset of events & that contains, and such thaO‘(E;\Eq)UMenh C
Mem, ® O;.

Intuitively, appending); to already built paths allows us to embed a larger paf of the recog-
nized order. We defind’((¢q, Mem E), O;, (¢’, Mem, E")) = A(q, O;, ¢') andIl’ = II. During this
construction, we may create loops that do not change th@néxed part ofD, nor the memory con-
tents. States of the forify, Mem,, Eo) have no successof(is a prefix of orders generated along
all paths ending in this state) and are called final states.cbmstruction can be performed induc-
tively and stops when no new state is discovered. If the mgsedection function ofA memorizes
only a finite number of events, and.f is threaded (which guarantees that the set of pathé tof
explore to find the next occurrence of some action is boundieeh this construction terminates,
and for evernyO’ € F5, O C O'.

We can then extract froiff a finite set of sequential representations for the minimplanations
of O as follows: it is the set of acyclic paths frogg to a final state, decorated with connected
components for which transitions do not change the memantecs nor the part ap discovered
so far. We call these transitiosgent transitions They are labeled by orders with events that might
appear in larger orders containidgy but are not mandatory to find a pgthsuch thatO T O,,.
Similarly, one can find minimal explanations from any statgarting with an already recognized
orderO’ and memory contenfdem
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As A is threaded, for every transitign= ((¢, Mem E), O;, (¢, Mend, E")), one can find which
events ofD; are used to witness embeddin@iEZ]\Eq)UMe% into Mem® O; (i.e., are used to build

amatching fronO to O’ ®O; . .. O;). OnceB is computed, we can compute a partial nigg) that
associates with an event along each transifipi®;, ¢') the event inEo to which it corresponds.
We say that an evenrtis marked ifhz(e) is defined, and denote iarkedt) C Fo, the set of
events marked in a transitian= ((¢, Mem E), O;, (¢’,Mend, E’)). Note that it is not always the
case thaMarkedt) = Eo,: when the transition reaches a final stat&pa suffix ofO; may not be
used to witness an embedding®@f Similarly, O; can contain unmatched events located on parallel
threads that will never be used to withess embeddin@ afong current path. We say that transition
t is incompletely marked iMarkedt) # Fo,.

5.2. Checking inclusion for POA

Now, letA; and.A; be two partial order automata. L@&t= O, ® 02 ®. .. O,, be an order generated
along a patfp; of A, and let3 be the minimal unfolding of4, starting fromg, o (the initial state

of Ay) with empty order and memory. Leb 1, . .. p2 1, be explanations provided ly ending on
final statesys, ... q,. These explanations, 1, ... p2 , are paths decorated with silent connected
components, hence they are partial order automata:Let ., h; be the mappings associated with
transitions inps 1, . .. p2 &, that link every event along paift ; to the corresponding event 6f,
and letMrky, . .., Mrk;, denote the set of marked events along each path aig teinote the partial
order automaton obtained by addinggg; all transitions ofA that are accessible from. Then,

O ® O,+1 is a prefix of some order generated Hy iff it is a prefix of an order generated by one
of the B;'s. Hence O ® O,,+1 is a prefix of some order generated along a patbf A, if po can be
decomposed gs = a1 51a ... oy, WwhereO T O, . o, , @1 - - - g IS @ path of4d ending in some
stateq, with memoryMem,, 3; are finite sequences of silent transitions allowed betwegesnd
a;+1, andy is a finite sequence of transitions obtained from an unfgldiii4, to check inclusion

of 0,41 starting from stategy with memoryMem,, and from the restriction of orded,, g, as...a,

to unmarked events. However, the converse operation is imtaresting. Starting from an ordé,
and an explanatiop (a sequence of transition with silent connected comporadtashed to some
states) as we add only a finite number of events andsais threaded, one can hence compute all
possible explanations fap» ® O, 1 by choosing adequatg s in connected components pfand
then computingy as an unfolding of4 starting from the final state gf

As proposed in [Alur and Yannakakis 1999] we can go furthed, memorize only subsequences
of each path that contain incomplete transitions, and tm@mection between these subsequences.
Let B; be the automaton associated with an explanation as abaysugpose that it starts with a
single transitiont = (¢, 01, ¢’) (i.e, its initial state is not attached to a silent strongly caried
component) such that eventstadre all marked. The® ® O, is a prefix of some order generated
by A iff O ® O,41 \ hi(Fo,) is a prefix of5; \ {¢} with initial stateq’. Hence, one can safely
forget initial transitions which are all marked. Laét,® O,,11 is a prefix of some order generated
by A, iff O,y is a prefix of the projection of som@, wherep is a path of somé3; on its
unmarked events. This means that one can simply memoriamipletely marked transitions, silent
connected components, final states of®H and still check that appending a particular or@er, |
preserves the inclusion proved so far. Starting from anaqilonp, ; we denote byPrune(p2 ;)
the sequence of incompletely marked transitions and caed@omponents obtained from ;. As
extension of an explanation only uses connected compooermigpends orders at the end of the
explanation, one can compute a new explanation from a prerplhnation. For an explanation
p proving that an orde® is a prefix of some order aofl;, we denote bySuce(p, O,,) the set of
explanations obtained this way for® O,,.

This immediately gives the idea of algorithm 1 below to conegao partial order automatd;
and.A.. The algorithm follows paths ofl;, by remembering a set of selected events in memory and
the last state visited inl;, and on the other side, it maintains a set of pruned explamatf.A,
that are compatible with the followed paths. At each stefnefdonstruction, when choosing a new
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transitiont = (¢, O,,q’) from A,, i.e., extending some paify, we ensure thab,,, ; is a prefix of

an order for at least one explanation. Note however thatipgutoes not guarantee finiteness of the
memorized information in general. The algorithm returrisddf it can find a patlp; that has no
explanation ind,, and true if all possible configurations have been explored.

The set of configurations to explore can grow arbitrarilyd aothing guarantees that the algo-
rithm terminates in general. However, locally synchrodiBOA produce only regular sets of lin-
earizations, and describe behaviors in which no processeqeat a behavior, i.e., iterate a behavior
described in a cycle of the POA, as long as the preceding oeruce of this cycle is not terminated
by other contributing processes.

ALGORITHM 1: Checking inclusion

Input: Two partial order automata,
Al = (Qh_>17]L17Q(%7F17A17H1)7A2 = (Q27 —>27L27Q87F27A27H2)
Output: true if F4, C F.a,, false otherwise
Visited={);
/] Configurations renenber a path of A; and several conpatibl e paths
/] of A; with infornation on how events of A, are used for enbedding
Xo = ((¢5,¢),0);// e start fromthe initial node of A; and an enpty set
/] of paths of A,.
Xplore := {Xo};
while X Plore # () do
SelectX = ((q1,Memy), Exp = {F1,..., Ex})) in Xplore;
/'l choose a particular configuration: a node of A;, and a parti al
/] description of all paths of A, conpatible with the chosen run of A
Visited := Visited U {X};
Xplore := Xplore \ {X};
for (q1,01,q1) €—1 do
/1 for every transition leaving ¢1 in A;
Men :=II(Mem;, O1);
Ezp' = {Succ(E;,01) | E; € Exp};
/'l keep pruned expl anations that enbed the previously recognized
/1 order plus O
if (Exzp’ = () or (¢} is a final state and ¢ Exp’) then
/1 Trying to append order O; and showing it is still a prefix
/1 of some path of A, failed. So, we found a path of A; that
/1 generates an order that is not a prefix of an order of Fa,
return false;
nd
Ise
/1 Continue exploration from (g;,Men) and expl anations found
if ((q1,Ment) x Prune(Ezp')) ¢ Visited then
| Xplore = Xplore U {((q1, Ment) x Prune(Exp’))};
end

® D

end
end

end
return true ;

THEOREM 5.2. If A; and A, are locally synchronized POA, then the order inclusion aikipon
terminates.
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PROOF. Suppose that at some stage, an explanatiabtained when recognizing an ordey
contains more thap4| states from which some cyclecoming from a silent connected component
can be appended. In other words,is an explanation for paths of the fopm= p3 1.p2.2. ... p2.x,
where occurrence of a cycle can be inserted between eachopaips ;1. AS it is of size greater
that.4, thenp necessarily contains a cycle. As insertjfigs optional to explairO, ; we know that
inserting the contents of this cycle does not change thefsatserved events nor causalities, i.e.
Og is an LPO that is completely concurrent with,. However, if 3 commutes with elements of a
path of size greater thanl|, then A is not locally synchronized. So, all possible insertionyidles
in an acyclic explanation can occur between transitionspdth located in a suffix of this path of
size at mostA|. Hence, there are less thipd| silent cycles in any explanation. Now in a given path
p of Ay, if the it" occurrence of an event in a particular ordey is marked, then the preceding
occurrences are also marked. As we do not add any transitipnuned path sequences that end
with unmarked order (otherwise these sequences would notitienal) in a path of size greater
than|.A|2.max where max is the size of the largest orderdp, there is necessarily a sequence of
transitions carrying only marked events. Hence, there lig affinite number of configurations for
subsequences describing the yet unexplained part of a @léitvéd in.4; and the matching paths
of As. So, the algorithm terminates

PrRoOPOSITION 5.3. If H is a locally synchronized HMSC, thety; ov andAH,O\VC are locally
synchronized partial order automata.

PrRoOF. If H is locally synchronized, then for any cycle and pair of events, f in M,, we
havee™ < 2 andf®) < e® in M, o M,. AsO" is simply a projection, for any pair of events
with labels inV, e, fD @) £(2) are ordered similarly. Hencdy; v is locally synchronized.
Not every cycle ofH becomes a cycle OAH,O{’Cv asO{’c may force to remove more events on

transitions than a simple projection. However, cyclesalga,{ovC are also obtained from cycles of
H and labeled by projections, her’udqq’oyc is also locally synchronized.o

We then have the obvious following corollary:

COROLLARY 5.4. Non-interference is decidable for locally synchronized $1B4.

6. LOCAL AND CAUSAL NON INTERFERENCE

We now turn to other types of decidable classes, relatedglaigty. Indeed, inclusion problems
become decidable as soon as one can recast the order cangadblem in a regular setting. It
is however undecidable whether an HMSC or a partial ordemaaton has a regular behavior, and
one has to rely on syntactic subclasses of the models sudtalytsynchronized HMSCs/POA
as above to obtain decidability. We show in this section sleaeral HMSC observation functions
describing the discriminating power ofsingle processalways define sets of orders that can be
recognized by finite (word) automata, regardless of theagttaristics of the considered HMSC. In
this restricted setting, it is then possible to decide wlettprocess € P can detect occurrences of
confidential actions. As HMSCs explicitly specify distrilmn of actions on processes, exhibiting
the behavior of a fixed process within an HMSC specificatioansasy task. In this section, we
show that thidocal setting allows for the definition of two decidable notionsioh-interference.

6.1. Local interference

Considering the attacker of a system as a single prqcesB, with action labels in some alphabet
¥, = a(E,), we should assume that procgsdoes not execute confidential actions, that'is)

¥, = 0. In a similar way, the observation power of a single procéssikl be restricted to its own
events, hence we can safely $eét= ¥,,. The definition of non-interference (Def. 3.3) proposed in
section 3 can accommodate this particular partition of theabet. From now on, we consider this
restricted form of non-interference, and calloital non-interference
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For a single MSC, it is then defined as satisfaction of twousicn problems, witi@{’c andOr

as observation functions. This property can be verified Bcking whethet (a«=(C)) N E, =0
that is checking if no causal consequence of a confidenti@rais located on procegs Recast in
the setting of MSC coloring, this amounts to checking that not marked with a black token. As
explained in Section 3.3, this can be performed in lineaetiide can now look at local interference
for HMSCs:

Definition 6.1 Let H be an HMSC over a set of proces$&ver alphabet = V W C W N.
Letp € P be a process, and, be the alphabet of actions located on progesgith V' = X,,. Then

H islocally non-interferentv.r.t. proces9 if (’){/’C'(H) = OV°(H).

Intuitively, local interference holds when an observer nahdistinguish inFy behaviors that
are concatenations of MSCs containing no confidential eeetother behaviors. Consider HMSC
H"'in Fig. 10.H" is interferent according to definition 6.1, as observatibtva or ?n on process
p differentiates executions with/without confidential evenHowever, no event op is a causal
consequence of

PROPOSITION 6.2. For every HMSCH and every procesg € P, one can build a (partial
order) automatondy or that recognize®?(H). If V. = %, then one can build (partial order)

automataA ovs and Ay ov.. that recognize respective{yif’c'(H) andO"°(H).
? C

PROOF. (Sketch) For any?, we can build a finite automato#, (H) that recognizes (lineariza-
tions of) projections of all MSCs itF; on p. As concatenation of MSCs imposes a total order on
events of the same process, these projections are conttatenat finite sequences of events (local
projections of MSCs along transitions &f). Hence A, (H) has transitions using labels of events
located on procegs and just needs to remember the transitiot/othat is recognized (the current
MSC under execution), and a bounded integer symbolizindgstecvent of the current MSC exe-
cuted byp. Similarly, we can design an HMSf, o where transitions are labeled by MSCs that do
not contain confidential events, and hence an automaf@i/) that accepts only projections gn

of sequences of MSCs with only visible (white) events. HeAgeH ) recognize@(’c'(H). Last,
asV =3, thenOV'°(H) = OP(H). O
Recast in the context of partial order automata, the au@mato» and.A,, ,v.. builtin propo-
’ C

sition 6.2 are locally synchronized, have finite memory fiores (that remember only the last event

appended), and a unique composition operafdhat assembles sequences of events on pr@edess

It should be noted thatl;; o» and A, ,v.. = A} (H) (and hence alsoly o v..) are in fact finite
SENC

word automata, yielding decidability of inclusion and integice.

COROLLARY 6.3. The problem of deciding local interference of an HMBGvith respect to a
given procesp € P is PSPACE-complete.

PrROOF (Sketch) When considering projection on a single progesbe automatad,, ,v.
o

and Ay ov.. built in proposition 6.2 recognize sequences of eventdéatcan procesg. They are
hence standard word automata (where each transition ifethbg a single event), and checking
local interference resumes to inclusion of the languagésesfe automata. (whence the complexity
in PSPACE). For the hardness part, we can also show that golardanguage inclusion problem
can be encoded as a local interference problem.

Local interference is decidable, and describes a situattoere a process can discover that the
running execution of the system contaorawill containa confidential action. Consider for instance
the HMSC Of Fig. 3 withC' = {g} and its observation on procegsAny execution containing
an event with label reveals occurrence of MS@/,, and hence the possibility thathas occurred
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or will occur. However, local interference does not distiisly between a situation where an ob-
servation is a causal consequence of some confidentiahaatid a situation where observation
and confidential action highlighted by the interference@mecurrent. This drawback also occurs
in standard language-based interference settings, whagality is represented as interleaving, and
one can not decide whether in a warad actionsc (confidential) and (visible) are concurrent or
not.

6.2. Causal interference

We first give a concrete example showing that leaking infdionan a causal order context may give
opportunities for focused security attacks when the confidkevent that is detected lays within
the causal past of some observation. Nowadays, a lot oftitteis devoted to privacy. However,
it is well known that users spread a lot of information to té&di sites when browsing the web.
This information is not always local information (cookieache, etc.) that can be erased by users if
needed. It can also be information stored elsewhere on thelags, forms, etc. .. When observation
of a causal consequence of a confidential action fMhas bought a book on commercial site
Y) by an attacker indicates that a confidential operation lwasiroed, this may also mean that
classified information might be available at some vulneraite (the credit card details of are
stored somewhere o¥i’'s website). Hence, characterizing interference wherdidential actions
and observations are causally related, is important.

H"
MQC
() = T
Moy M, \Tn‘\nA
o
OEEONONN =
ae
I I I
r p Mg r p
\m“ m
ce — |
I I I A I

Fig. 10. An interferent HMSC

Example6.4. Consider the HMSCd7, H', H” depicted in Fig. 10, witilC" = {c}. The pro-
jection of MSCs recognized byl on p is the languag€m.(?n)*.?m. Each word of the form
?m.(?n)k.2m observed by is the projection of a run with labelsl; o M} o Ms. If k > 2, then
the second reception of messageausally depends on confidential evenHenceH is causally
interferent. Now, consider HMSE@’. The projection of executions on processs the language
(?m~+7n)*.7m.7n*. Upon reception of message followed by two messages on proces® one
cannot decide whether and occurrence of actioncurred or not. HMS@’ is not causally inter-
ferent. Last, HMS(H" is not causally interferent (there is no causal dependemy érto any other
event in executions aff ), but it is locally interferent (as defined in def. 6.1).

In the rest of this section, we propose a decidable notiamaaosal interferencéstill with respect
to a fixed attackep € PP). It emphasizes on causal dependencies between confidamdizisible
actions of the system. Bearing in mind that a black eventémtan procesg is a consequence of a
confidential event, we show that causal dependencies caisdmvdred by maintaining in states of
a HMSC the information on black/white tokens attached tepsses. We want to check if a process
p can detect whether some confidential action has occurréioausal past of its observed events.
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In other words, we have to check whether all projectiong ofian execution of{ that contains a
black event, only have equivalent projections that do nataio black events.

Definition 6.5. Foran HMSCH and a process € P, H is causally non-interferenwith respect
top if for every MSCM in Fp such thatM contains a black event on processhere exists another
MSC M’ in Fg such that:

e )’ contains no black event on processand
e OP(M) = OP(M’)

According to definition 6.5, HMS@/ in Fig. 10 is causally interferent and HMSE' is not.

THEOREM 6.6. For a fixed set of process@s deciding causal non-interference of an HMSC
H with respect to a procegse P is PSPACE-complete.

We prove this theorem in several steps. We first use the reBBtoposition 3.6j.e., the fact
that black/white coloring of processes at the end of a sempieficoncatenated MSCs can be done
by remembering the status of processes after each MSC. fidpenty holds for MSCs built along
paths of HMSCs, and is used (in Proposition 6.7) to build H 8@t recognize MSCs iRy after
which a fixed process is black (or similarly remains whitd)e$e HMSCs contain nodes &f, but
remember for each nodewhether processes are black or white after an MSC built atopgth
ending inn. Then causal interference is reduced to an inclusion prold&finite automata that
recognize sequences of actions along a process.

PROPOSITION 6.7. Let H be an HMSCp € P, and> = C'W V W N. Then, one can build:

e an HMSCH ?» that recognizes MSCs froifi;; after whichp is a black process.
e an HMSCH"» that recognizes MSCs froffiy after whichp is a white process.

of sizes inO(|H|.2/F).

PrROOFE (Sketch) The nodes of the HMSCs built in the proof memorin@de of the original
HMSC, to which is added information on the color of each psscaccording to Proposition 3.6,
this is the only information needed to remember the coloilgfracesses in an MS@/, assembled
along a pattp of H. The HMSC is furthermore equipped with accepting nodesréwtirep to be
black in HZ?, and white inF""». 0O

We are now ready to prove theorem 6.6:

PROOF. (of theorem 6.6) Following the construction B?-» or HW:?, we can define automata
Afv” and AZ"P that recognize the projections &fZ» or H"'? on proces%. Let us denote by

OBP(H) = {OP(M) | M € Fg A pisblack afterM} the observation function that returns
the projection and by"'?(H) = {OP(M) | M € Fy A pis white afterM }. Clearly, we have
L(ADP) = OP(HPP) = OPP(H) andL(A)"?) = OP(H"'?) = O"WP(H), soOP*(H) and
OW'P(H) are recognized by finite automata.

Deciding causal interference &f with respect tg € P consists in deciding the inclusion prob-
lem Co5.0 ow. for H, that is checking whethef(AZ ) C L(A)?). Clearly, if H is of sizen,

thenH?? andH'» are of size inD(n.2*1), and so are4”» and.A}¥?. Then, checking inclusion

of L(AP?)into L(AP?) is equivalent to checking(AZ*) N L(AF») = (. Emptiness of regular
language is an NLOGSPACE problem, but the size of the autmmthat recognizes the intersection
is in O(n.2/F1.272™) that is inclusion can be performed with space&ifiog(n) + [P| + n.2/P!).
For a fixed set of processes, the space needed to check aatesi@rences is hence polynomial in
the size of the input HMSC.

Like for local non-interference, the hardness result caphoged by polynomial encoding of
a regular language inclusion problem. Given two regulaglewesl, Lo, one first designs two
HMSCs H;, H» with initial nodesn}, nZ such thatO? (H;) = L, fori € {1,2}. Then, using again
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the construction illustrated in Fig. 7, we consider M3, that contains one confidential event on
some fresh procesB. ¢ P, followed by messages frofi. to all processes i, and at last, an
HMSC H that contains all transitions and accepting node&l/pf H,, an initial nodengy and an
additional transitiort; = (ng, M/, n}). Any path ofH starting with transitiort; generates an MSC
in whichp is black, and whose projection gns in L,. Other paths that do not start withgenerate
MSCs fromFp,, and in particular MSCs in which is white and whose projection gnis in Ls.
Hence,H is causally interferent with respectdaf and only if Ly C Ly, O

Causal interference can be checked in spac¥lng(|H|)+ |[P|+|H|.2/"!). This space complex-
ity is polynomial in the size of the HMSC, and exponentialie humber of processes, but HMSC
specifications are usually defined for small sets of prosegdso remark that as soon &5= X,

we can easily reuse the constructionfdf? to get a (word) automaton recogniziﬁd”cc’(H) .

7. DECLASSIFICATION

Non-interference considers confidential information asests that should remain undisclosed along
all runs of a system. This point of view is too strict to be ogtical interest: In many cases, con-
fidentiality of a secret action has a limited duration andetsccan be downgraded. Consider the
following example: a user wants to buy an item online, andsysending his credit card informa-
tion. Everything from this transaction between the onlinemsand the buyer (even if encryption is
used) should remain secret. Within this setting, all paymgaps should be considered confidential,
and flow from these actions to observable events should bempied. However, if a buyer uses a
one time credit card (i.e. a virtual credit card number gategt on request that can be used only
once for a transaction), then all information on the cardisi®less as soon as the paymentis com-
pleted. Hence, after completing the transaction, learttiatja payment occurred is harmless and
the sequence of interactions implementing a secured opéigment need not be kept secret. This
declassification possibility was first proposeatasditional interferencéy [Goguen and Meseguer
1982] and later defined in [Rushby 1992] as intransitiverfetence. Intransitive non interference
(IN1) can be formulated as follows: for any run of the systemntaining a confidential action that
is not downgraded subsequently, there is a run with no €ikedsiction (all confidential actions are
downgraded) which is equivalent from the observer’s poini@w.

Usually, INI is defined using a pruning function that remofresn a run all confidential actions
that are not declassified, and compares observations oégramd normal runs (see [Gorrieri and
Vernali 2011] for a definition of INI on transition system$rom now on, we assume that the
alphabety = C w V & N contains a particular subsét C V @ N of declassification events.
Intuitively, declassification events downgrade all th@infidential causal predecessors.

Definition 7.1 Let M be an MSC. An event € E,, is classifiedif it is a confidential event
(a(e) € C), it has an observable successofw(v) € V) and it is not declassified befog i.e.,
there exists n@ such thate < d < v anda(d) € D. We denote by las(M) the set of classified
events ofd/. The observation functio@\,, ,, is defined byO!, ,(M) = OV (M \ Clas(M)). An

MSC M is intransitively non-interfereniNI) iff O\, ,(M) = OV (M).
We can characterize INI in a single MS@ as a property depending on the causal orde¥/in
and on the sets of confidential, declassification, and obbéevents.

PROPOSITION 7.2. An MSCM is intransitively non-interferent w.r.t. an alphabét= CuV &
N and a set of declassification lettelsiff for every pair of events < v such thatxa(c) € C and
a(v) € V, we havet (c)n ] (v)) Na~ (D) # 0.

This proposition means that a declassification must occtuvd®en every confidential event and
a causally related visible event. We now define observatimttfons for HMSCs that consider
declassification, and propose a definition of intransitie@ mterference for HMSCs. We define
O p(H) = {OY(M) | MisnotINI} and O, ,(H) = {OV(M) | M isINI}. We follow the
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definition of [Gorrieri and Vernali 2011] to define INI for HM. An HMSC is INI if for every
intransitively interferent (Il for short) MSQ/ in Fg, there exists another MS®/’ in Fy such
that M’ is INlandOY (M') = OV (M).

Definition 7.3, An HMSC is intransitively non-interferent w.r.t. a decldissition alphabeD if
OIKII D(H) = OV(H)-

Obviously,O\, ,(H) € OV (H), so proving INI boils down to provin@" (H) € O, ,(H).
Note that all Il MSCs are also interferent, and that checkiog-interference amounts to checking
INI with D = (. This remark extends to HMSCs: all intransitively integiet HMSCs are also
causally interferent, and checking causal interferencgusito checking INI withD = (). We then
establish the following result:

THEOREM 7.4. INI for HMSCs is undecidable. For a fixed set of processes, {f X,, then
INI is PSPACE-complete.

We prove the decidability part of this theorem in three stigiailed below. We first show that INI
can be decided for a sequence of MSCs by remembering onlh#peof causal chains originating
from confidential events instead of the whole sequence. ¥feghow that one can design an HMSC
H" that recognizes Il MSCs of g, and similarly an HMSQ7™' that recognizes INI MSCs of .

An immediate consequence is th@dy, ,(H) can be recognized by a finite automatof’ifC ¥,.
A second consequence is that checking INI is PSPACE-complet us first show that INI can be
decided in a compositional way.

PROPOSITION 7.5. Let M;, M> be two MSCs. Ther{; o M, is INI if and only if M, and M,
are INI, and for each pair of eventse M, v € Ms such thatu(c) € C, a(v) € V,ande <02 v,
there exists a process with

—-c < f,wheref is the maximal event on procegé M,
—f" <w, wheref’ is the minimal event oqin Ma,

and an evend such thain(d) € D,ande < d < for f' <d <w.

This proposition can be intuitively seen as a property obehahains. Recall that a causal chain
from ctow is a sequence of eveni< e; < ...e, < v. We say that a chain fromto v is declassi-
fiedif a(e;) € D for somei € 1..n. Then an MSC is INI if for any paifc, v) of confidential/visible
events such that < v there exists at least one declassified causal chain fréonw. If so, the
confidential event is guaranteed to be declassified by the occurrence of sontesdiiging action
beforethe execution of) occurs.

A causal chain from: to v in M; o M> can be decomposed into a chain frerto the maximal
eventf on a procesg in M;, a causal ordering fronfi to a minimal evenitf’ located on process
q in M coming from the sequential composition &f; and M-, and then a causal chain from the
minimal eventf’ on ¢ to v. However, one does not need to know precisely the contenid,afo
decide whethen/; o M5 is INI. It suffices to remember for each procesthe confidential events
of M, that are not yet declassified and are predecessors of themalsawent executed by process
p in M.

j\/jl i q\ i " 1 € P 1 [ 5 ] ]\/[2 C qJ C " 1 € P il 5 ]
Cile mi ms
) Vie |
C2e U 1 \4~ 2
> m ms
N9 d
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Fig. 11. An example of non INI sequence of MSCs
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On the example depicted in Fig. 11, M3, (left) contains three confidential actioas cs, cs,
and a declassification operatidnOn the right, MSCM; contains three visible actions, vs, vs,
and a declassification operatidnAll other events belong ta.!(N). Both MSCs are INI, since
no observation depends on a confidential actiodn or in M5. However, in the concatenation
M; o Ms, execution ofv; or v, reveals the occurrence of. Also note that; is declassified by
the first occurrence of in M;. This example is particularly interesting, as it shows thadrder
to abstract an arbitrarily long execution, it is not suffitieo remember a boolean value indicating
whether there exists a not yet declassified action on a pgpesstwo confidential events on the
same process can be declassified by different causal chadieed, some confidential actions could
be declassified for a process while some others could nat,welen located on the same process.

We can characterize Il MSCs in a s&l; by remembering at each step of a sequence of MSCs
only a finite sets of shapes of causal chains. In order to ddfiese shapes, Iét/ be an MSC,
let ¢ be a confidential event in/. We define a functiori(c, M) : P — {L,+, T} such that
cl(e, M)(p) = L if there exists no causal chain framto an event located om cl(c, M )(p) = + if
there exists a causal chain frarto a maximal evenf located orp, and(t cn | f)Na~(D) = 0,
andcl(c, M)(p) = T otherwise. This function classifies processes accorditige@xistence and
classification degree (declassified or not) of causal cHazétseen the confidential eventind the
last event seen on each process. For @s#tprocesses, any such maigc, M) can have at most
3IPI distinct values. Le€l = { L, +, T}” denote the set of all maps. By proposition 78, o M,
is not INI if M or M5 is not INI, or if there existg € M; andv € M, such that:

e there exists a procegssuch thatl(c, M;)(p) = +, and an evenf located orp in Ma, such that
no causal chain fronf to v is declassified.

o for every procesg such thatl(c, M1)(¢q) = T there exists no evenft < v located ong in Mo,
andv is not located on.

One can furthermore computgc, M; o M3 o - - - o My)(p) incrementally with finite memory:
cl(c,M; o My)(p) = L if cl(c, M;1)(p) = L, and if there exists no pair of events< f in My
with f is located o, andci(c, M1)(¢(e)) # L.
cl(c,MyoMz)(p) =+ if cl(e,M1)(p) € {L,+}, there exists a procesg such that
cl(c, M1)(q) = +, and a pair of events < f in M, such thate is minimal ong, f is maximal
on proces®, and furthermore, no causal chain frento f is declassified, and for every process
q # q, if cl(c, M1)(¢") = +, then no declassified causal chain from an evenf'do f exists in
Mo, if cl(e, M1)(q') = T then no causal chain from an eventgno f exists inMs.

cl(c, My o Ma)(p) = T if cl(c, My)(p) = T, or

o there exist a procegssuch thatl(c, M;)(q) = + and a declassified chain from an evefucated
on procesg to an evenif located on process or

o there exist a procegssuch thatl(c, M1)(¢) = T, and a causal chain from an everlbcated on
procesg; to an eventf located on procegs

Last,cl(c, M1 o M3)(p) = L if cl(e, My)(p) = L and M, does not contain a pair of everts< f
such thak is located ory with cl(c, M1)(q) # L, andf is located orp.

Now, if M; contains two confidential events, co such thatcl(ci, M1) = cl(ce, M7), then
cl(c1, My o Ma) = cl(ce, M7 o Ms). It means that to detect interferences, one does not have to
remember events, but only the shape of causal relationstifexi declassified or not) from con-
fidential events to their successors on each process. Fmthe, at moss!”! distinct shapes can
appear in an MSC, so one can check INI along arbitrarily loegugences of MSCs with finite
memory.

PROPOSITION 7.6. Let H be an HMSC, with labeling alphabEtand setD of declassification
letters. Then, one can build an HMSE" generating all Il MSCs inFy and an HMSCH™!

generating all INl MSCs iy, with sizes at mo§.|H|.23‘P‘
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PROOF. (Sketch) We build HMSQ1" as follows: a statén, b, X ) of H" memorizes a node of
H, a boolearb indicating whether an interference has been detected, aeXa= {cly, ...cl;) C
Cl, where eachl; is a function fromP to { L, +, T } that memorizes the shape of causal chains from
a confidential event to maximal events on procesiésfollows transitions ofH, and update&l;’s.
For each new confidential evenbccurring in a transition labeled by an MSZ, a new function
cl(c, M) is added to memorized shapesin As soon as an interference is detecteid,set to true.
Accepting states off" are of the form(n, b, X') wheren is accepting inff, andb is true. ™' is
built similarly, but with accepting states of the fofm, b, X') with n accepting ind andb false. O

We are now ready to prove Theorem 7.4:

PrROOFE (of Theorem 7.4) Undecidability is easily obtained frondanidability of causal inter-
ference, and by settin® = (). Let us now consider the decidability part, withC X,,. Following

the proof of proposition 7.6, one can build an automatgiiH™') of size at mose.|H|.23" that

recognize®" (H™'). One can easily prove that whénC %, we haveOV (H™') = OF, ,,(H),

and hencel (A,(H™)) = O, p(H), i.e.Of, p(H) is recognized by a finite automaton.
From proposition 6.2, we can build an automatdp(H) of size inO(k.|H|), wherek is the

maximal number of events in an MSC &, that recognize®" (H). Then it is sufficient to check
whetherL(A,(H)) C L(A,(H™")) to decide ifH is intransitively interferent, which is again an

inclusion problem that can be checked in space)(a.|H|.23m). Recalling thatP is fixed, the
space needed to check intransitive interference is henearliwv.r.t. the size of the original HMSC.
Hardness is proved by showing a polynomial reduction frorargliage inclusion problem to an
INI problemwithD = (. O

The declassification setting can be refined to consider tsededeclassification. Following the
definition of [Best and Darondeau 2012], in addition to thelassification alphabédd, we define a
maph : D — 2, whereh(a,) defines the labels of confidential events that an action ltiel;
declassifies. Definition 7.1 easily adapts to this settimyply by requiring that a causal chain from
a confidential event to a visible event is declassified by an everdtsuch thain(c) € h(a(d)).
We then say that an events classified if it is a confidential evenk(c) € C), it has an observable
successop, and it is not declassified by one of the actions that can defait, that is,«a(c) ¢
h(a(T (e)n ] (v)) N D). INI with selective declassification (INISD) adapts the digfdns of INI
to consider declassification without changing observatiduike for standard declassification, we
can build an HMSC that recognizes INISD MSCs%#. The only change w.r.t. INI is that one has
to remember in the HMSC construction the label of confidéstiants from which chains originate,
yielding automata of sizes | H|.2/€3" | If V C %, thenO) ,, and O}, ,, are recognized by
finite automata. We hence have: ’ ’

COROLLARY 7.7. INISD is undecidable for HMSCs. For a fixed set of processasPISPACE-
complete whefy C¥%,,.

8. RELATED WORK AND CONCLUSION

Related work. Non-interference was seldom studied for scenario formmisA former work con-
siders non-interference for Triggered Message Sequenad<JiRay et al. 2004]. The interference
property is defined in terms of comparison of ready sets (detstions that are fireable after a given
sequence of actions). However, this work mainly considers finite scenarios, dods not address
decidability and complexity issues.

A first work considering non-interference for true concaagmodels appears in [Busi and Gor-
rieri 2009]. The authors consider interference for elermagnbets i.e., nets where firing rules al-
low places to contain at most one token). They charactedzesal placeswhere firing a high-
level transition causally precedes the firing of a low-lemeé andconflict placeswhere firing a
high-level transition inhibits the firing of a low-level onReachability of causal or conflict places
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is shown equivalent to BNDC (Bisimulation-based NDC, theiarat of Non-Interference using
bisimulation instead of language equality). In [Gorrigrda/ernali 2011], the notion of intransitive
non-interference from [Rushby 1992] is revisited for tiios systems, and non-interference with
downgraders is considered for elementary nets. A structinaacterization is given in terms of
reachable causal and conflict places. As in [Busi and Gog&@#9], causal and conflict places are
characterized in terms of possible fireable sequencesnitiens, hence considering the interleav-
ing semantics of the net.

Darondeatet al. [Best et al. 2010] study (B)NDC and INI farnbounded labeled Petri nets,
and extend their results to selective declassification esfBand Darondeau 2012]. They obtain
decidability of these properties for injectively labelestsiby a very clever exploitation of specific
decidability results for language inclusion, which is ucidable for general Petri nets languages.
The characterization relies on sequences of transitiorisnat on causal properties of nets.

A contrario, Baldan et al [Baldan and Carraro 2014] emplestsie fact that characterizing BNDC
in terms of structural conditions expressing causality arflict between high and low-level tran-
sitions, is a way to provide efficient algorithms to checlemférence. They propose a definition
of complete unfolding w.r.t. non-interference, and redB&NDC for safe nets to checking that a
complete unfolding is weak-conflict and weak-causal plaee.fWeak causal places characterize
dependencies and conflicts between high and low transititmsir results show that interference
can be detected in concurrent models without relying onlgd@ing semantics. They only hold for
safe netsi.e., for finite state systems.

Conclusion.We proposed a partial order framework for information flowpperties analysis, that
relies on comparisons of sets of partial orders describlrgrvations of system executions. We
proved that inclusion of observed orders and non-intenieggeare undecidable in general. To alle-
viate this problem, we proposed partial order automata, @m®ael to recognize observations of
executions. We then identified subclasses of partial ordEmaata for which language inclusion
is decidable. Locally synchronized HMSCs falls into thiseggry, hence non interference is de-
cidable in this subclass. A different approach to obtairidiiility in this partial order framework
is to restrict the kind of observation functions that can bedi This is a sensible approach, as it
amounts to restricting the power of attackers. When vislknts are observed by a single process
of the system, most of observation functions applied to HEI8€fine regular languages. As a con-
sequence, several notions of local non-interference agid ¢iitensions with declassification, are
decidable. We showed that local versions of non-interfezeme PSPACE-complete problems, and
give decision procedures that never compute the interigasémantics of the original HMSC.

So far, partial order automata are mainly used as an inteateg@chnicality to prove decidability
of non-interference for locally-synchronized HMSCs whemesal processes can be observed in a
system. However, this model is more general than HMSCs. Aiplesrefinement of the landscape
is to consider decidability of interference for partial erdutomata that generate sets of orders with
non-regular linearization languages. We conjecture theidability of inclusion can be generalized
to some subclasses of non-regular partial order auton@tee slasses of graph grammars, or more
generally to subclasses of models with bounded-split willitswarya et al. 2014].

Another line of research is to consider stronger infornrafiow properties in HMSCs. We have
shown that local interference is weaker than causal imemfee, and that declassification allows
finer definitions of information leakage. To overcome wealsna language-based information flow
characterizations, the notion of NDC (Non-Deducibility Gomposition) was proposed to detect
when confidential actionsauseobservable effects. Informally, NDC says that a systeoomposed
with any machineR (that enables/forbids confidential events) is observatlpmrquivalent taS. At
first glance, causal non-interference appears weaker titanisal form of NDC: it compares the
observations of an HMSC with the observations that areisible without confidential events.
With respect to this definition, it is the comparison of théndaor of a specification controlled
by onemachine that preventll confidential events. In contrast, NDC compares a behaviar of
specification with the behaviors of the same specificatiartroied by everypossible high-level
mechanism, which can prevesimeconfidential events to occur. Hence, specifications thahare
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causally interferent may nevertheless disclose informnatthen controlled by other machines. So
defining a causal form of NDC for HMSCs along the lines skeatcdndBaldan and Carraro 2014]
is an appealing task.

Finally, we could consider security issues when an attackeinteract with the system in order to
gain information (active interference), or when he can gfgrimation on the current configuration
of the system (state-based interference). Extending tlefisiof information flows in HMSCs to
guantify the amount of information disclosure by mean of sueas é.g, probability measures,
average number of bits leaked per action,...) is also aagilthg perspective.
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