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Abstract. Adding real time information to Petri net models often leads to un-
decidability of classical verification problems such as reachability and bounded-
ness. For instance, models such as Timed-Transition Petri nets (TPNs) [22] are
intractable except in a bounded setting. On the other hand, the model of Timed-
Arc Petri nets [26] enjoys decidability results for boundedness and control-state
reachability problems at the cost of disallowing urgency (the ability to enforce
actions within a time delay). Our goal is to investigate decidable classes of Petri
nets with time that capture some urgency and still allow unbounded behaviors,
which go beyond finite state systems.
We present, up to our knowledge, the first decidability results on reachability and
boundedness for Petri net variants that combine unbounded places, time, and ur-
gency. For this, we introduce the class of Timed-Arc Petri nets with restricted
Urgency, where urgency can be used only on transitions consuming tokens from
bounded places. We show that control-state reachability and boundedness are de-
cidable for this new class, by extending results from Timed-Arc Petri nets (with-
out urgency) [2]. Our main result concerns (marking) reachability, which is un-
decidable for both TPNs (because of unrestricted urgency) [20] and Timed-Arc
Petri Nets (because of infinite number of “clocks”) [25]. We obtain decidability
of reachability for unbounded TPNs with restricted urgency under a new, yet nat-
ural, timed-arc semantics presenting them as Timed-Arc Petri Nets with restricted
urgency. Decidability of reachability under the intermediate marking semantics
is also obtained for a restricted subclass.

1 Introduction

Petri nets are a simple yet powerful formalism modeling distributed systems. Several
extensions have been proposed to enrich them with timing constraints, and allow speci-
fication of real-time behaviors. We first discuss the decidability and expressivity of two
main variants: Timed-Transition Petri Nets (TPNs) [22] and Timed-Arc Petri Nets [26].

TPNs can constrain each transition with a timing interval. To be fireable, a transition
needs to have been enabled for an amount of time in the given interval [22]. Further,
when a transition has been enabled for the maximal amount of time according to its



associated interval, it must fire. This is called urgency. Formally, a (continuous, pos-
itive valued) clock is associated to each transition. Hence the number of such clocks
is bounded by the number of transitions. Although the number of clocks is bounded,
most problems (reachability, control-state reachability, boundedness) are undecidable
for TPNs [20], as two counter machines can easily be encoded. To obtain decidability,
usually one has to either restrict to bounded TPNs [7], where the number of tokens in
any place is bounded, or give up urgency [24]. In the latter case, the untimed language
of a TPN without urgency, also known as its weak-time semantics, is the language of
the associated Petri net without timing constraints, weakening the interest of TPNs.

Timed-Arc Petri Nets, also called Timed Petri Nets, associate a (continuous, posi-
tive valued) age to each token [26, 2]. The number of continuous values is thus a priori
unbounded. Each arc from a place to a transition can be constrained by a timing interval,
meaning that only tokens with age in the interval can be consumed by this transition.
Timed-Arc Petri Nets as explained in [18, 2] cannot encode urgency. Although the num-
ber of token ages is unbounded, the theory of well structured transition systems [17]
can be applied because of monotonicity (a token is allowed to stay forever at a place).
Thus, control-state reachability (whether a place can be filled with at least one token)
and boundedness (whether the number of tokens in places are always bounded) are
decidable for Timed-Arc Petri Nets [2]. However, the (marking) reachability problem
(whether a particular marking is ever reachable) is undecidable [25].

The two models have incomparable expressive power. TPNs can produce a token
exactly every unit of time using urgency, while Timed-Arc Petri Nets cannot. On the
other hand, Timed-Arc Petri Nets can express latency requirements, while TPNs cannot:
indeed, TPNs (under the intermediate marking semantics) cannot track [9, 6] the ages
of an unbounded number of tokens (having slightly different ages) and consume each
of them with a delay or latency of at least two time units after their creation.

Our goal in this paper is to examine the trade-off between expressivity and de-
cidability in this setting of unbounded Petri nets with time. We start by considering a
framework which is expressive enough to specify both these characteristics of latency
and urgency. We aim to identify subclasses which are decidable while retaining at least
a restricted form of this expressivity. To do this, we introduce Timed-Arc Petri Nets
with Urgency, extending Timed-Arc Petri Nets with explicit urgency requirements, à la
Merlin [22], forcing transitions to fire if they remains enabled for long enough.

Unsurprisingly, most problems are undecidable as soon as urgency is used on un-
bounded places (Proposition 1, and [19]). In earlier works, decidability results have
been obtained by either imposing a bound on the number of tokens (e.g.,[15, 7]) or
removing urgency completely (e.g.,[21, 24]). Here, we consider classes of Timed-Arc
Petri Nets and of TPNs with restricted Urgency to obtain decidability. More specifically,
transitions consuming tokens exclusively from bounded places can use urgency; other
transitions consuming tokens from at least one unbounded place do not have urgency
constraints. Using restricted urgency does not make the untimed language of a TPN
with restricted Urgency the same as the language of the associated untimed Petri Net.
Thus, these classes with restricted Urgency differ from TPNs with weak-time seman-
tics [24], where all urgency constraints are ignored.
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We present to our knowledge the first decidability results for a Petri net variant com-
bining time, urgency and unbounded places. First, for the general class of Timed-Arc
Petri Nets with restricted Urgency, we obtain decidability of control-state reachability
(Theorem 1), i.e., whether a given place can ever be filled, and of boundedness. This ex-
tends decidability results [2] on Timed-Arc Petri Nets (without urgency). Our main re-
sult concerns the decidability of (marking) reachability. Reachability is undecidable for
Timed-Arc Petri Nets (without any urgency), due to the presence of unboundedly many
“clocks” (timed tokens) [25], and also for TPNs (because of unrestricted urgency) [20].
This leads us to consider TPNs with restricted urgency, which inherently use a bounded
number of “clocks”. We define a new timed-arc semantics for TPNs, presenting them as
a subclass of Timed-Arc Petri Nets with Urgency, in the spirit of the time on token se-
mantics of [11]. We then obtain our main result: reachability is decidable for TPNs with
restricted Urgency under our new timed-arc semantics (Theorem 2). This allows us to
decide reachability for channel systems with specified latency assuming that there is a
bound on the throughput of the channel (i.e., on the number of messages transfered per
unit of time). While our proof for deciding reachability does not adapt to the interme-
diate marking semantics, we obtain decidability of reachability under the intermediate
marking semantics for the subclass of TPNs with restricted constraints (Theorem 3).
This class forbids specifying upper and lower bounds on transitions leaving unbounded
places. We summarize the decidability and expressivity results in the table below.

Class of (unbounded) systems Decidability Expressivity
Reachability Control-state Reach Urgency Latency

Timed-Arc Petri Nets with Urgency × × X X
Timed-Arc Petri Nets × X R X
with restricted Urgency
Timed-Arc Petri Nets × X × X

TPNs × × X ×
TPNs with restricted constraints X X R ×
TPNs with restricted Urgency X X R R
under new timed-arc semantics

Table 1. Classes of systems and their associated decidability and expressivity. The italicized rows
are new results in this paper. R stands for restricted form of expressivity.

Related work. In [19], Timed-Arc Petri Nets were extended with urgent transitions
and place invariants. In contrast to our model where a timed or discrete move is always
allowed in any configuration, deadlocked configurations can be reached in [19], where
no discrete move is possible, and elapsing time is forbidden. Further, urgent transitions
of [19] must fire as soon as they are enabled, which corresponds to the special case
of having urgency 0 in our model. Urgency has also been modeled using Black transi-
tions in generalized stochastic nets [4] and priorities in [8], but these nets cannot model
latency constraints. For TPNs, the alternative multiple server semantics [9] has been
proposed to model latency, but this makes the number of clocks unbounded.

Our focus in this paper is to address decidability issues. We obtain decidability for
systems with (restricted) urgency and unbounded places. As far as we know, in all
earlier results and in particular in [19, 21, 24, 4, 8], decidability is ensured only when
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urgency is completely disallowed, or places are all bounded. Further, our framework
is powerful enough to capture systems of timed finite state machines communicating
through bag channels [12, 13], with urgency, throughput and latency characteristics of
channels, and still yields decidability results.

Structure of the paper. Section 2 introduces Timed-Arc Petri Nets with Urgency
(Timed-Arc PNU), their semantics, and gives examples of communication channels
that can be represented with this new model. Section 3 examines decidability issues for
Timed-Arc PNU and introduces restrictions for decidability of control-state reachability
and boundedness. Section 4 addresses the reachability problem for Timed-Arc Petri
Nets and TPNs with restricted urgency and gives the main decidability results. Section
5 provides a proof of the main theorem followed by discussion and the conclusion.

2 Timed-Arc Petri nets with Urgency

We will denote by Q≥0 the set of positive rational numbers, and by I(Q≥0) the set of
intervals over Q≥0 ∪ {∞}. These intervals can be of the form (a, b), (a, b], [a, b), or
[a, b]. We will denote by MR the set of multisets of positive real numbers. For two mul-
tisets A and B, we denote by AtB the disjoint union of A and B, i.e., the multiset that
gathers elements of multisets A and B without deleting identical elements. Similarly,
we define A \ B as the operation that removes from A exactly one occurrence of each
element of B (if it exists).

We introduce our main model, Timed-Arc Petri Nets with urgency constraints. The
model is based on a semantics using timed markings m : P → MR which associate to
each place a multiset describing the ages of all the tokens in this place.

Definition 1 A Timed-Arc Petri Net with Urgency, denoted Timed-Arc PNU, is a tuple
N = (P, T, •(), ()

•
,m0, γ, U) where

– P is a set of places, T is a set of transitions, m0 is the initial timed marking,
– •() : T → P and ()

•
: T → P are respectively, the backward and forward flow

relations indicating tokens consumed/produced by each transition.
– γ : P × T → I(Q≥0) is a set of token-age constraints on arcs and
– U : T → Q≥0 ∪ {∞} is a set of urgency constraints on transitions.

For a given arc constraint γ(p, t) = [α(p, t), β(p, t)] we will call α(p, t) the lower
bound and β(p, t) the upper bound of γ(p, t). Such constraints mean that the transition
t is enabled when for each place p of its preset •t, there is a token in p of age in γ(p, t),
i.e., between α(p, t) and β(p, t). The urgency constraint U(t) means that a transition
must fire if t has been enabled (by its preset of tokens) for U(t) units of time. A Timed-
Arc Petri Net [2] can be seen as a Timed-Arc PNU with U(t) = ∞ for all t ∈ T .
Note that we do not label transitions, hence each transition can be seen as labeled by its
unique name.

As an example, consider the Timed-Arc PNUN1 of Figure 1. Places are represented
by circles, transitions by narrow rectangles, and flow relations by arcs between places
and transitions. Urgency of a transtion is represented below the transition (in the exam-
ple, transition t3 has urgency 3). Arc constraints γ are represented as intervals below
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arcs. When unspecified, an arc constraint is set to [0,∞) and an urgency constraint to
∞ (e.g. U(t2) =∞). Intuitively, Figure 1 depicts a process p1 that sends an unbounded
number of messages to a process p2 through a channel. A message is sent at least every
five time units (t.u.) because of the urgency constraint on t1. Latency (or delay) for each
message is at least 2 t.u. before being received, and the maximal throughput (or rate)
of the channel is between 1 message every t.u. and 1 message every 4 t.u. Changing
constraint [2,∞) into [2, 100] models message loss, i.e., messages not received after
100 t.u. are considered lost. Formal Semantics of Timed-Arc PNU: We now define the

semantics of a Timed-Arc PNUN = (P, T, •(), ()
•
,m0, γ, U) in terms of timed mark-

ings and discrete and timed moves. For a given place p and timed marking m, we will
let agep denote real values from m(p) depicting the age of one token in place p. Note
that as m(p) is a multiset, two tokens in a place p may have identical ages.

We say that a transition t is enabled from a timed marking m if, for each p ∈
•t, there exists agep ∈ m(p) such that agep ∈ γ(p, t). A transition t is said to be
urgent from a timed marking m if ∀p ∈ •t,∃agep ∈ m(p) such that α(p, t) + U(t) ≤
agep ≤ β(p, t), i.e., if the preset of t has tokens at least U(t) time units older than
required by γ(p, t). Let t be an urgent transition from m. This implies that t is enabled.
Further, as formally defined below, presence of urgent transitions disallows time from
elapsing. Thus, there will exist a place p ∈ •t such that the oldest token agep ∈ m(p)
with agep ≤ β(p, t) will satisfy agep = α(p, t) + U(t). An urgent transition t will
force occurrence of a discrete move, but not necessarily of this transition t as several
transitions can be enabled (or even urgent) at the same time. Formally, the semantics of
Timed-Arc PNU is decomposed into timed moves and discrete moves.

Timed moves symbolize elapsing of δ time units from a timed marking in the fol-
lowing way: for a given timed marking m, we denote by m + δ the timed marking
obtained by adding δ to the age of every token: if m(p) = {age1, . . . , agek}, then
(m+ δ)(p) = {age1 + δ, . . . , agek + δ}. A timed move of δ > 0 time units is allowed
from m if for every 0 ≤ δ′ < δ, the timed marking m+ δ′ has no urgent transition, and
we denote m δ−→ m+ δ such timed moves.

{0}

p1 latency p2

{0}

throughput wait

channel

5

t1 t2

3

t3

[2,∞)

[1,∞)

Fig. 1. Timed-Arc Petri Net with UrgencyN1.
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Discrete moves represent firings of transitions from a marking m. One can fire
transition t from marking m and reach marking m′, denoted m t−→ m′ iff t is enabled
and for each place p, we have m′(p) = (m(p) \ Sp) t S′p, where

– Sp = {agep} where agep ∈ m(p) ∩ γ(p, t) if p ∈ •t, and Sp = ∅ otherwise.
– S′p = {0} if p ∈ t•, and S′p = ∅ otherwise.

A Timed-Arc PNU N defines a timed transition system JN K whose states are
timed markings and transitions are discrete and timed moves. A run of N is a se-
quence m1a1m2 · · ·mn where, for all i ∈ {1, . . . , n}, mi is a timed marking of N
and ai ∈ (R>0 ∪T ), such that mi

ai−→ mi+1 is a timed (ai ∈ R>0) or discrete (ai ∈ T )
move. We will denote by Reach(N ) the set of reachable timed markings ofN (starting
from m0). An (untimed) marking is a function from P to N. For a timed marking m,
we will denote by m] : P → N the untimed marking that associates to every place
p ∈ P the number of tokens in m(p). A place p ∈ P of a Timed-Arc PNU is called
bounded if there exists an integerK such that for every timed markingm ∈ Reach(N ),
m](p) ≤ K and N is bounded if all its places are bounded.

3 Undecidable and Decidable Problems for Timed-Arc PNU

In this paper we will tackle the decidability of the following problems:

– Reachability: given a Timed-Arc PNU N , given an (untimed) marking m, does
there exists a timed marking m′ ∈ Reach(N ) with m′] = m?

– Control State reachability (also called place-reachability) : given a Timed-Arc PNU
N and a place p, does there exist m ∈ Reach(N ) with m](p) ≥ 1?

– Boundedness : given a Timed-Arc PNU N , does there exist K such that for all
m ∈ Reach(N ), we have m](p) ≤ K for all places p?

Proposition 1. Control State reachability, Reachability and Boundedness are undecid-
able for Timed-Arc PNU.

Proof (sketch). Reachability is undecidable for Timed-Arc PNU since it is already un-
decidable for Timed-Arc Petri nets [25]. Because of urgency, control state reachability
and boundedness are also undecidable for Timed-Arc PNU. As the proofs closely fol-
low the proofs of undecidability for TPNs [20], we do not detail them here (see also [19]
for the proof for Timed-Arc Petri Nets with age invariants). ut

To obtain decidability, two main approaches have been explored. The first involves
dropping all urgency requirements. For Timed-Arc PNU, doing so we get back Timed-
Arc Petri Nets and their decidability results. For TPNs, this corresponds to the weak
semantics [24], under which the reachable (untimed) markings are the markings reach-
able by the associated (untimed) Petri net. The second approach considers only bounded
nets [15] (see also bounded TPNs [7]). Our goal in this paper is to define restrictions for
Timed-Arc PNU that ensure decidability for models combining urgency and unbounded
nets. This allows us to verify networks of timed systems communicating via unbounded
channels with specified latency and throughput such as the one shown in Fig. 1.
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3.1 Restricted Urgency

We now define our subclass of Timed-Arc PNU. Let N = (P, T, •(), ()
•
,m0, γ, U)

be a Timed-Arc PNU. We start by defining the untimed Petri net associated with N
as N = (P, T, •(), ()

•
,m0), by just dropping the timing constraints. We also define

the restriction of N to a subset of places Pb ⊆ P as the Timed-Arc PNU NPb
=

(Pb, T,
?()Pb

, ()
?
Pb
,m′0Pb

, γPb
, U), where ?()Pb

, ()
?
Pb
,m′0Pb

, γPb
are respectively re-

striction of •(), ()•,m0, γ to Pb × T, T × Pb and Pb. For a timed marking m of N , we
define the timed marking mPb

ofNPb with mPb
(p) = m(p) for all p ∈ Pb. We observe

that if the places that are projected away do not use urgency then every run ofN is also
a run in the projected net NPb

. Formally,

Lemma 1 Assume that for each transition t ∈ T with U(t) < ∞, we have •t ⊆ Pb.
Then for every run m0a1 · · · anmn of N , m0,Pb

a1 · · · anmn,Pb
is a run of NPb

.

Proof. Let ρ = m0a1 . . . anmn be a run of N . Consider, for the sake of contradiction,
the smallest i for which, we do not have mi−1,Pb

ai−→ mi,Pb
. The only possibility is to

contradict urgency because discrete moves satisfy mi−1,Pb

ai−→ mi,Pb
. Hence we must

have ai = δ and for some δ′ < δ, there exists a transition twith urgency U(t) = k <∞
and for all input places p ∈ Pb of t, there is at least one token of age at least k in
(mPb,i + δ′)(p). Now, by assumption, •t ⊆ Pb. That is, there are no other places (from

Pu) that can be in the preset of t. Hence, by definition of urgency, mi
δ−→ mi+1 is not a

valid timed move in N either, which is a contradiction. ut

Note that the converse is not true in general: a run of NPb
needs not be a run of N . We

can now define our decidable subclass of Timed-Arc PNU. It is mainly based on the
notion of restricted urgency, which intuitively means that urgency can be enforced only
on the bounded part of the system.

Definition 2 A Timed-Arc Petri Net with restricted Urgency (denoted Timed-Arc PNrU)
is a triple (N , Pu, Pb), where N = (P, T, •(), ()

•
,m0, γ, U) is a Timed-Arc PNU, and

Pu t Pb = P is a partition of places of N such that:

– for each transition t ∈ T with U(t) <∞, we have •t ⊆ Pb and,
– the (untimed) Petri Net NPb

associated with NPb
is bounded.

Intuitively, in a Timed-Arc PNrU (N , Pu, Pb), urgency can only be used by transitions
consuming tokens from structurally bounded places. As an example, consider the net
N1 from Fig 1. Let Pb = {p1,wait, throughput} and Pu = {latency, p2} be a partition
of places in P . The (unbounded) places in Pu do not use urgency and the (untimed)
Petri Net NPb

is a 1-bounded Petri Net. Hence N1 is a Timed-Arc PNrU.
Checking membership in Timed-Arc PNrU, i.e., checking whether a Timed-Arc

PNU is with restricted Urgency, is decidable. This immediately follows from the fact
that it is decidable whether a place of a Petri Net is bounded. Given N , it suffices to
define Pb =

⋃
U(t)<∞

•t, and to check that NPb
is a bounded (untimed) Petri Net.

Though we will often refer to places in Pu as “unbounded places”, this only means the
contents of these places can be unbounded, not that they must be. On the other hand,
places of Pb are bounded in N :
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Lemma 2 Let (N , Pu, Pb) be a Timed-Arc PNrU. Then every p ∈ Pb is bounded inN .

Proof. Let K be the bound on the number of tokens in NPb
. For the sake of contradic-

tion, if p ∈ Pb was not bounded in N , there would exist a reachable marking m with
more than K tokens in p. Let m0a1 · · · anmn be a run reaching mn = m. Then by
Lemma 1, m0,Pb

a1 · · · anmn,Pb
is a run of NPb

, and thus of NPb
, and mn,Pb

has more
than K tokens in p, a contradiction with NPb

being K bounded. ut

We next turn to the (un)decidable properties for this subclass of Timed-Arc PNrU.

Theorem 1. Control-State reachability and Boundedness are decidable for Timed-Arc
PNrU. However, reachability is undecidable for Timed-Arc PNrU.

Proof (sketch). The decidability of control-state reachability and boundedness for Timed-
Arc PNU is adapted from [2, 1], by defining a well-quasi order over the markings and
using the theory of well structured transition systems [17]. The well quasi order �
is defined in the following way. First, we define a region abstraction for markings of
Timed-Arc PNrU. This abstraction is a combination of regions of a finite timed automa-
ton representing the behavior of the net on its bounded part, and regions representing
symbolically the markings of the unbounded places of the net. This set of regions is
equipped with a comparison relation � that requires equality on the region bounded
part, and comparable contents on the unbounded part. This relation is compatible with
markings comparison and is a well-quasi order. We can then define a successor rela-
tion among regions that is an abstract representation of moves of a Timed-Arc PNrU.
Regions equipped with their ordering and this successor relation form a well-structured
transition system and hence control-state reachability and boundedness are decidable.
Details are omitted as the construction is rather similar to [2, 1]. The undecidability of
reachability for Timed-arc PNrUs follows directly from the undecidability of reachabil-
ity for Timed-Arc Petri nets [25, 1]. ut

We remark that the results of the above Theorem 1 can easily be extended to a strictly
larger class of Timed-Arc PNUs, where NPb

is bounded instead of NPb
. However,

checking membership in this extended class is not decidable as boundedness is not
decidable for Timed-Arc PNU.

4 Decidability of the Reachability Problem

In this section we tackle the decidability of the reachability problem. On one hand,
reachability is undecidable for Timed-Arc Petri Nets [25], and thus for Timed-Arc
PN(r)Us, because an unbounded number of clocks can be encoded, one for each token.
On the other hand, Timed-transition Petri Nets (TPNs) [22] only use a bounded number
of clocks (one per transition), even if the places have unboundedly many tokens. Never-
theless, (unrestricted) urgency makes reachability undecidable for TPNs [20]. To obtain
decidability of reachability, we thus consider classes of TPNs with restricted urgency.
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4.1 Timed-Transition Petri Nets (TPNs)

Timed-transition Petri Nets (TPNs for short), also called Time Petri Nets, introduced
in [22], associate time intervals to transitions of a Petri net. Formally, a TPN N is
a tuple (P, T, •(), ()

•
,m0, I) where P is a finite set of places, T is a finite set of

transitions, •(), ()• : P → T are the backward and forward flow relations respectively,
m0 ∈ NP is the initial (untimed) marking, and I : T 7→ I(Q≥0) maps each transition
to a firing interval. We denote by A(t) (resp. B(t)) the lower bound (resp. the upper
bound) of interval I(t). A configuration of a TPN is a pair (m, ν), where m is an
untimed marking (recall that in untimed markings, m(p) is the number of tokens in p),
and ν : T → R≥0 associates a real value to each transition. A transition t is enabled in
a marking m if m ≥ •t. We denote by En(m) the set of enabled transitions in m. The
valuation ν associates to each enabled transition t ∈ En(m) the amount of time that has
elapsed since this transition was last newly enabled. An enabled transition t is urgent if
ν(t) ≥ B(t), with B(t) the upper bound of I(t). An example of a TPN is depicted in
Figure 2 below.

We first recall the intermediate marking semantics [7, 5] for TPNs defined using
timed and discrete moves between configurations. A timed move consists of letting time
elapse in a configuration. For (m, ν), ν + δ is defined by ν + δ(t) = ν(t) + δ, for all
t ∈ En(m). A timed move from (m, ν) to (m, ν + δ), denoted (m, ν)

δ−→ (m, ν + δ), is
allowed if for every 0 ≤ δ′ < δ, the configuration (m, ν + δ′) has no urgent transition.
A discrete move consists of firing an enabled transition t that has been enabled for
a duration that fulfills the time constraint attached to t. We have (m, ν)

t−→ (m′, ν′)
if t ∈ En(m), ν(t) ∈ I(t) and m′ = m − •t + t•, for ν′ defined below. We call
intermediate marking the marking m − •t which is obtained after t consumes tokens
from its preset but did not create new ones yet. We will say that a transition t′ ∈ En(m′)
is newly enabled by firing of t if either t′ = t, or t′ /∈ En(m − •t), i.e. is not enabled
in the intermediate marking m − •t. Now, we define ν′(tt) = 0 if tt is newly enabled,
and ν′(tt) = ν(tt) for all tt ∈ En(m) but not newly enabled. That is, for a transition t
both consuming and producing a token in p having a single token, a transition t′ with
p ∈ •t′ is disabled then newly enabled when t is fired.

•

p1 ch latency p2

•

throughput wait

Channel

[0, 5]

t1 t4

[1, 4]

t5

[2,∞)

t2

[2,∞)

t3

Fig. 2. A TPNN2.
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This classical semantics of TPN is somewhat similar to that of Timed-Arc PNU, but
is based on configurations instead of timed markings. The only continuous values kept
in the configuration of a TPN are in ν. Hence, only |T | “clock” values are kept, and con-
figurations cannot keep track of the exact time elapsed since their creation for arbitrary
number of tokens. In particular, a TPN under the intermediate marking semantics can-
not encode latency for an unbounded number of tokens [9] (for instance, the property
that tokens are consumed at least 2 units of time after each of them is created). More
generally, it is not simple to model a channel with specified latency and throughput with
the intermediate marking semantics of TPNs. For instance, TPN N2 in Figure 2 seems
to model a channel with a latency of 2 time units and throughput (rate) of at most 1
message per time unit. However, if a token reaches place ch at date 0 and another at
date 1.9, then both can be consumed at time 2, though only one of them has spent two
time units at ch, hence it does not faithfully encode a latency of 2.

4.2 A new Timed-Arc Semantics for TPNs

We now introduce a new timed-arc semantics in order to model channels with latency
and throughput, presenting TPNs as Timed-arc PNUs. The core idea is that the timed-
arc semantics takes into account the age of tokens in input places. Formally, we define
Timed(N ), the Timed-Arc PNU associated with the TPN N = (P, T, •(), ()

•
,m0, I).

Intuitively, Timed(N ) preserves all places and transitions of N , adds one place pt per
transition t, adds pt to the pre and post flow of t, and adapts the timing constraints.
Figures 3,4 display TPNs N3,N4 on the left and Timed(N3),Timed(N4) on the right.
We define Timed(N ) = (P ′, T, ?(), ()

?
,m′0, γ, U) where:

– P ′ = P ∪ PT with PT = {pt | t ∈ T}.
– ?(), ()

? extend respectively •(), ()• in the following way: p ∈ ?t iff p = pt or
p ∈ •t and p ∈ t? iff p = pt or p ∈ t•.

– For all t, for I(t) = [A(t), B(t)], we let U(t) = B(t)−A(t) and for all p ∈ ?t, we
set γ(p, t) = [A(t),+∞) (for I(t) = (A(t), B(t)] we let γ(p, t) = (A(t),+∞)),

– We let m′0(p) = 0m0(p) for all p ∈ P and m′0(pt) = {0} for all transitions t.

TPN N2 under the timed-arc semantics, i.e., Timed(N2), represents the channel with
latency 2 and maximal throughput of 1 message per time unit, which is also modeled
by the Timed-arc PNU of Figure 1. Indeed, a token can be sent from place ch to place
latency by either transition only when it is at least 2 time units old, preserving the
latency requirement.

The new timed-arc semantics is close in spirit to the time-on-token semantics of
[11], which was defined for 1-safe TPNs. In case of 1-safe TPNs as well as in examples

•

r p s

[1, 2]

t1

[3, 7)

t2

{0}

r p s

{0} {0}

1

t1

4

t2

[1,∞)

[3,∞)

[1,∞) [3,∞)

Fig. 3. A TPNN3 (left) which is timed bisimilar to Timed(N3) (right).
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•

p

[2,∞)

t1

[2,∞)

t2

t0

{0}

p

{0}

{0} {0}

t1 t2

t0

[2,∞) [2,∞)

Fig. 4. A TPNN4 (left) which is not bisimilar to Timed(N4) (right).

such as netN3, this semantics is bisimilar to the classical intermediate marking seman-
tics [11]. However, in general, the behaviors of N and Timed(N ) differ. Consider for
instance the TPN N4 in Figure 4. Consider the execution of N4 where t0 fires twice:
first at date 0 and then at date 1. At date 2, both t1 and t2 have been enabled for 2
time units (ν(t1) = ν(t2) = 2), hence any one of them can fire. Let t1 fire. Now, t1
cannot fire again immediately as it is newly enabled (hence ν′(t1) = 0), but t2 can fire
immediately after t1, because ν′(t2) = 2 (in particular, it is not newly enabled by firing
t1 as there are two tokens in the input place p, i.e., m(p)− •t(p) = 2− 1 = 1).

In contrast, in Timed(N4), if t0 is fired at date 0 and again at date 1, then at date 2,
m(p) = {1, 2}, and any one of t1 or t2 can fire. Just as in the execution of N4, let t1
fire. After this firing of t1, the other transition t2 cannot fire because m′(p) = {1} and
1 < 2. It is only at date 3 that t2 can fire. At date 3, transition t1 cannot fire because
m′′(pt1) = {1}, and 1 < 2. This illustrates that the behaviors of N4 and Timed(N4)
can indeed differ in general. In the following, we will use the timed-marking semantics
in the general case, where it does not coincide with the intermediate marking semantics.

4.3 Reachability for TPNs under the timed-arc semantics.

Reachability is undecidable for general TPNs because of unrestricted urgency [20], un-
der the timed-arc or the intermediate marking semantics. We now introduce two natural
restrictions to urgency to allow decidability.

Definition 3 LetN = (P, T, •(), ()
•
,m0, I) be a TPN and P = PutPb be a partition

of its places such that the (untimed) Petri Net NPb
associated with NPb

is bounded.

– N is called a TPN with restricted urgency if for each transition t ∈ T with an
upper bound B(t) <∞ on its firing interval, we have •t ⊆ Pb.

– N is called a TPN with restricted constraints if for each transition t ∈ T with a
non trivial firing interval I(t) 6= [0,∞) we have •t ⊆ Pb.

The class of TPNs with restricted constraints is strictly contained in the class of TPNs
with restricted urgency. As an example, the TPN N2 on Fig. 2 is a TPN with restricted
urgency but not a TPN with restricted constraints, since there is an arc from the un-
bounded place ch to transition t2 with constraints [2,∞), i.e., a constraint with non-
trivial lower bound and no upper (urgency) bound. As for Timed-Arc PNU, checking
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whether a TPN is with restricted urgency or with restricted constraints is decidable,
since checking boundedness of (untimed) Petri Nets is decidable.

Now, ifN is a TPN with restricted Urgency, then Timed(N ) is a Timed-Arc PNrU,
ensuring that boundedness and control-state reachability are decidable. We can now
state our main result, namely Theorem 2: reachability is decidable for TPNs with re-
stricted urgency under timed-arc semantics (e.g. Timed(N2) from Figure 2 is in this
class). TPNs with restricted urgency under timed-arc semantics can model networks
of (finite-state) timed systems with unrestricted urgency, communicating through bag
channels [12, 13], specifying maximal throughput and minimal latency, assuming that
the throughput is not infinite. Indeed, it suffices to modify the TPN in Figure 2 with⌈
x
δ

⌉
transitions from ch to latency in order to model a channel with latency at least x

and throughput at most δ messages per unit of time.

Theorem 2. Let N be a TPN with restricted urgency. Then the reachability, bounded-
ness and control-state reachability problems are decidable for Timed(N ).

The next section is devoted to the proof of Theorem 2. In essence, we show that although
the timed-arc semantics of TPNs “formally” uses an unbounded number of clocks, a
complex reduction allows to consider only a bounded number of clocks. This step is
crucial in the proof of Theorem 2, and we believe that this technique can be generalized
and re-used for other problems in related contexts.

5 Proof of Theorem 2

Let (N , P,Q), withN = (P ∪Q,T, •(), ()•,m0, I) be a TPN with restricted Urgency,
P (resp. Q) the set of bounded (resp. unbounded) places. In this section, we show how
to check if a given (untimed) marking is reachable in Timed(N ). The intuitive idea is
that, under restricted urgency, a transition t which has an unbounded place from Q in
its preset, has no urgency/upper constraint. Hence to fire t, it suffices to check the lower
bound constraint, i.e., to check that some tokens (among an unbounded number) in its
pre-places are old enough. Now, the crucial point is that to check this lower-bound,
we need the ages of only a bounded number of tokens, as there are a finite number of
transitions, and for each transition t, its associated “clock” pt is reset after it is fired.

Formally, the proof (of Theorem 2) is in two steps: we first convert the TPN with
restricted urgency N to a TPN with restricted constraints N ′ such that Timed(N ) and
Timed(N ′) have the same set of reachable markings. In the second step, we obtain a
Petri Net that is bisimilar to Timed(N ′), which implies the decidability of reachability.

Step 1: Construction of the TPN with restricted constraints N ′. In order to obtain
a TPN with restricted constraints N ′ from N , we will keep (an overapproximation of)
ages for a bounded number of tokens from each unbounded place p ∈ Q. For that, we
will use |T | × |Q| gadgets (Ctp)t∈T,p∈Q.

Gadget Ctp, associated with place p ∈ Q and transition t ∈ T (with p ∈ •t),
is a TPN with restricted constraints. Each gadget is similar: it has 2 places, 0tp and
1tp, and in the initial marking the token is at 0tp. There is an associated transition
starttp: we have ?starttp = {p, 0tp} and starttp

?
= {1tp}, with the timing constraint

12



bounded

p′

unbounded

p

bounded

p′

unbounded

p

•

0tp 1tp

Gadget Ct
p

[c,∞)

t

[c,∞)

t

[0,∞)

starttp

Fig. 5. Step 1 of proof: converting (part of) TPN with restricted urgency N to restricted con-
straintsN ′

I ′(starttp) = [0,∞). That is, N ′ will non-deterministically guess the transition that
will fire. The gadget for a fixed transition t and place p is shown in Figure 5. Every
transition t reading from an (unbounded) place p ∈ Q is transformed to read from
(bounded) place 1tp of gadget Ctp instead. That is, if a transition t reads from unbounded
places {p1, · · · , pk} = •t ∩ Q, then we have ?t = •t \ {p1, · · · , pk} ∪ {1tpj | j ≤ k}
and t? = t• ∪ {0tpj | j ≤ k}. The timing constraint is left unchanged: I ′(t) = I(t). We
obtain N ′ = (P ′, T ′, ?(), ()

?
,m′0, I

′):

– P ′ = P ∪Q ∪ {0tp, 1tp | p ∈ P, t ∈ T},
– T ′ = T ∪ {starttp | t ∈ T, p ∈ Q},
– ?(), ()

?
, I ′ as defined above, and

– m′0(p) = m0(p) for p ∈ P , and m′0(0
t
p) = 1, m′0(1

t
p) = 0 for all t, p.

It is clear that N ′ is a TPN with restricted constraints, with the same set Q′ = Q of
unbounded places as for all t′ with ?t′ ∩Q′ 6= ∅, we have t′ = starttp for some t ∈ T ,
and thus I(t′) = [0,∞).

The idea of the gadget is the following. Let m ∈ Reach(Timed(N )), t be a tran-
sition with I(t) = [a,∞) and p ∈ Q ∩ •t be an unbounded place. m(pt) is the
time elapsed since the last firing of t. For firing t, we need to have both m(pt) ≥
a and agep ≥ a, i.e., we need min(m(pt), agep) ≥ a. In other words, keeping
min(m(pt), agep) instead of agep is sufficient to know whether t is enabled. This is
implemented in Timed(N ′), as there can be only one token in 1t

′

p , and its agem′(1t
′

p ) is
never older than m′(pt), as starttp can happen only after t fired (0tp filled when t fired).

We now show that Timed(N ′) preserves the set of reachable untimed markings
of Timed(N ). We start by defining a map f from untimed markings of Timed(N ′)
to untimed markings of Timed(N ). Recall that for a timed marking m, m] refers to
the untimed marking obtained by counting the number of tokens in each place. Let
m′ ∈ Reach(Timed(N ′)). For each place p ∈ P ∪Q of Timed(N ), we define:
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f(m′])(p) =

{
m′](p) +

∑
t∈T m

′](1tp) if p ∈ Q
m′](p) otherwise

First, we show that Timed(N ′) can reach only untimed markings corresponding to
untimed markings of Timed(N ):

Lemma 3 Let m′ be a timed marking in Reach(Timed(N ′)). Then there exists a timed
marking m ∈ Reach(Timed(N )) with f(m′]) = m].

Proof. We will prove by induction on the length of a path that if one can reach m′ in
Timed(N ′), then one can reach m in Timed(N ) such that:

1. for all p ∈ P ∪ {pt | t ∈ T}, m(p) = m′(p),
2. for all q ∈ Q, letting Tq be the set of t ∈ T such that m′(1tq) 6= ∅, we have
m(q) = m′(q) t {age1, · · · agek} and there exists a bijection g : Tq 7→ [1, k] with
m′(1tq) ≤ ageg(t) for all t ∈ Tq .

When these two conditions are met, we say that m satisfies the hypothesis wrt m′.
It is easy to see that f(m′]) = m] whenever m satisfies the hypothesis wrt m′.

Form′ = m′0, we have trivially thatm0 satisfies the hypothesis wrtm′0. We can now
proceed by induction on the length of run needed to reach m′. Let m′ be a reachable
marking of Timed(N ′). A path reaching m′ ends with a move m′′ e−→ m′, where e
can be a timed move, a firing of a transition starttp, or a firing of a transition t of
the original net. Hence, m′′ is reached in less steps than m′. We can hence apply the
induction hypothesis, i.e., one can reach m in Timed(N ) with:

1. for all p ∈ P ∪ {pt | t ∈ T}, m(p) = m′′(p),
2. for all q ∈ Q, letting Tq be the set of t ∈ T such that m′′(1tq) 6= ∅, we have
m(q) = m′′(q)t {age1, · · · agek} and there exists a bijection g : Tq 7→ [1, k] with
m′′(1tq) ≤ ageg(t) for all t ∈ Tq .

For a given bijection g, we denote by g′′(1tq) = ageg(t) the function that relates
tokens in places of the form 1tq with token ageg(t) in m.

Case e = starttq: We know that m satisfies the hypothesis wrt m′′ by hypothesis
and want to show that m satisfies the hypothesis wrt m′ as well. The conditions are true
for all p /∈ {q, 0tq, 1tq}, as for these places, m′(p) = m′′(p). Last, m(q) = m′′(q) t
{age1, . . . , agek} and we have a bijection g : Tq 7→ [1, k]. Now, we have m′(q) =
m′′(q)t{age0} for the token age0 which is consumed by starttq from q. Hencem(q) =
m′(q)t{age0, age1, . . . , agek}, and one can extend g : Tq 7→ [1, k] to g′ : Tq∪{tq} 7→
[0, k] by setting g′(t) = 0. As m′(1tq) = 0, we indeed have age0 ≥ m′(1tq). Hence m
satisfies the hypothesis wrt m′.

Case e = δ (time elapses by δ units): We note that urgency is not violated in m′′

by elapsing δ units of time. Now, since for all p ∈ P we have m(p) = m′′(p), and
transitions leaving (unbounded) places of Q have no urgency, urgency is not violated in
m either by elapsing δ units of time. Thus m + δ is reachable in Timed(N ). Finally, it
is easy to see that m+ δ satisfies the hypothesis wrt m′ = m′′ + δ.
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Case e = t for some t ∈ T : If •t has only bounded places, since m(p) = m′′(p)
for all bounded places p, one can fire t from m to obtain a marking m+ which satisfies
the hypothesis wrt m′ and we are done. Else, •t ∩Q 6= ∅ and I(t) = [a,+∞) for some
a ∈ R≥0. For all q ∈ •t ∩Q, we have m′′(1tq) ≥ a as t can be fired from m′′. Taking
the token g′′(1tq) ofm(q), we have g′′(1tq) ≥ m′′(1tq) ≥ a for each q ∈ •t ∩Q. Further,
since m(p) = m′′(p) for all p ∈ P ∪ {pt | t ∈ T}, we have that t is enabled from m.
We now carefully define a particular marking m+ of Timed(N ) which can be obtained
from m by firing t. First, for every q ∈ •t ∩Q, we delete the token g′′(1tq) of m(q).
Then for all p ∈ •t∩ (P ∪{pt | t ∈ T}), we define agep the age of token removed from
m′′(p) to m′(p), and remove it from m(p) as well. Finally, for every place p of t•, we
create a token of age 0 in m(p). It is now easy to check that m+ satisfies the hypothesis
wrt m′. ut

Next, we show that every untimed marking of Timed(N ) can be simulated in Timed(N ′):

Lemma 4 Let m be a timed marking in Reach(Timed(N )). Then one can reach in
Timed(N ′) any timed marking m′ with:

(1) for all p ∈ P ∪ {pt | t ∈ T}, we have m′(p) = m(p) and
(2) for all t ∈ T , p ∈ Q, we have either m′(0tp) = ∅ or m′(0tp) = m′(pt), and
(3) for all q ∈ Q, letting T ′q = {t ∈ T | m′(1tq) 6= ∅}, we havem(q) = m′(q)t{aget |

t ∈ T ′q} with m′(1tq) = min(m(pt), aget) for all t ∈ T ′q .

Proof (sketch). We proceed by induction on the length of run reaching m in N . For a
run of length 0, this is trivial. Assume that m is reached after a move m− e−→ m. Let m′

be any marking satisfying the conditions (1–3) above wrt m. We will show that we can
reach m′ in Timed(N ′).

Assume that e is a timed move that lets δ > 0 units of time elapse. Hence, for every
place p ∈ P ∪Q, and every token agep ∈ m(p), agep ≥ δ. We have m− = m− δ. We
first show that for all p′ ∈ P ′ and all age′p ∈ m′(p′), age′p ≥ δ. This is easy to see for
p′ ∈ P ∪{pt | t ∈ T} as m(p′) = m′(p′), and hence also for p′ ∈ {0tp | t ∈ T, p ∈ Q}.
For p ∈ Q, we have m′(q) v m(q). Further, for all t ∈ T, p ∈ Q with m′(1tp) 6= ∅, we
have m′(1tp) = {min(m(pt), agep)} with agep ∈ m(p). As m(pt) ≥ δ and agep ≥ δ,
we have m′(1tp) ≥ δ. Thus, age′ ≥ δ for all p′ ∈ P ′ and all age′ ∈ m′(p′). We can
now define the timed marking m′′ = m′ − δ. It is then easy to check that m′′ satisfies
the conditions (1–3) above wrt to m−, and so, we can apply the induction hypothesis
and conclude that m′′ is reachable in Timed(N ′).

Now, we show that waiting δ units of time from m′′ is allowed in Timed(N ′). That
is, we show that it does not violate any urgency: Suppose not, i.e., suppose the urgency
of some transition t was violated. Then, this would imply that I(t) = [a, b] and thus
•t ⊆ P contains only bounded places. As m− and m′′ coincide on bounded places, this
would also violate urgency on m−, a contradiction with a δ timed move being allowed
from m−. Hence δ units of time can elapse from m′′, reaching marking m′. Thus m′ is
reachable in Timed(N ′).

Finally, the case of a discrete move e firing a transition t can be handled by a similar
analysis, which completes the proof of this lemma. ut
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Now observe that for all places p, we have
∑
t∈T m

′](1tp) ≤ |T |. Thus fixing an
untimed marking c, there exist only a finite number of untimed markings m′] such that
f(m′]) = c. Combining Lemmas 3, 4, we obtain:

Proposition 2. Let c be an untimed marking of Timed(N ). Let c′ be any untimed mark-
ing of Timed(N ′) with f(c′) = c. Then c is reachable in Timed(N ) iff c′ is reachable
in Timed(N ′).

This completes the first step of the proof of Theorem 2.

Step 2: From the TPN with restricted constraints N ′ to a Petri Net N ′′. Now we
show that for a TPN with restricted constraints N ′, it is decidable whether a marking
c′ is reachable in Timed(N ′), by reducing N ′ to an equivalent (untimed) Petri net. As
marking reachability is decidable for Petri nets, this completes the proof of Theorem 2.

Proposition 3. For any TPN with restricted constraints N ′, one can construct a Petri
Net N ′′ such that N ′′ and Timed(N ′) are (untimed) bisimilar.

Proof. Given a TPN with restricted constraintsN ′, we first construct a 1-bounded (un-
timed) Petri Net N1 which is bisimilar to Timed(N ′B), where NB is the bounded part
of N . Formally, we have the following lemma.

Lemma 5 If NB is a K-bounded TPN, for some positive integer K, we can construct
a 1-bounded Petri Net N1 such that N1 and Timed(NB) are (untimed) bisimilar.

Proof (sketch). The proof of this lemma is easily obtained by building a timed automa-
ton bisimilar to Timed(NB) and interpreting its regions as places of a 1-safe Petri Net
[19], adapting a result for the intermediate semantics of TPNs [14].

After building the Petri net N1 = (P1, T1,
•(), ()

•
,m0

1) we add the unbounded
places of N ′. Formally, we build the Petri net N2 = (P2, T1,

?(), ()
?
,m0

2) with:

– The set P2 of places of N2 is P2 = P1 ∪ Pu, for Pu the unbounded places of
Timed(N ′).

– Initial marking m0
2 is the union of m0

1 and of the restriction of the initial marking
of Timed(N ′) to its set Pu of unbounded places.

– The set of transitions of N2 is the set T1 of transitions of N1. Concerning the flow
relations, for t1 ∈ T1 and its corresponding transition t ∈ T in the original net
Timed(N ′), we have p ∈ ?t1 if:
• p ∈ P1 and p ∈ •t1 (arc from p to t1 in N1), or
• p ∈ Pu and there is an arc from p to t in Timed(N ′).

We have p ∈ t1? if p ∈ P1 and p ∈ t1•, or if p ∈ Pu and there is an arc from t to p
in Timed(N ′).

With this, we have the following lemma:

Lemma 6 Timed(N ′) and N2 are (untimed) bisimilar.
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Proof. A timed markingm of Timed(N ′) can be decomposed asm = mb∪mu, where
mb is the restriction of m to bounded places, and mu the restriction to unbounded
places. Similarly, a marking ofN2 can be decomposed asm2 = m1∪m′u by restriction
to bounded and unbounded places respectively. From Lemma 5 and from the construc-
tion ofN ′, we know that Timed(NB) is bisimilar toN ′. Let RB,1 be the unique largest
bisimulation between timed markings of Timed(NB) and markings of N ′.

We denote by R a relation from timed markings of Timed(N ) to markings of N2

defined as follows. Letm = mb∪mu be a marking of Timed(N ) andm2 = m1∪m′u be
a marking ofN2. Then, (m,m2) ∈ R iff (mb,m1) ∈ RB,1, and m′u = m]

u. Obviously,
we have (m0,m

0
2) ∈ R. We can now prove that R is a bisimulation.

Let (m,m2) ∈ R. Assume thatm δ−→ m+δ
t−→ m′ inN . Thusmb

δ−→ mb+δ
t−→ m′b

in Nb with m′b the bounded part of m′. Furthermore, m]
u ≥ •t ∩ Pu. Thus we have

m1
t−→ m′1 in N1, and furthermore, (m′1,m

′
b) ∈ RB,1. By definition of N2, firing t

results in a flow of tokens among places of Pu that is identical (regardless of ages) in
N and in N2, so we indeed have m1 ∪m]

u
t−→ m′1 ∪m′]u. Furthermore m′]u = m′u, so

(m′,m′1 ∪m′]u) ∈ R.

Conversely, assume thatm2
t−→ m′2. We denotem2 = m1∪m3 andm′2 = m′1∪m′3

wherem3,m
′
3 denote respectively the projections ofm2 andm′2 on Pu. In particular, as

t can fire, we have m1
t−→ m′1. So, there exists a reachable marking m′b of Timed(NB)

such that (m′b,m
′
1) ∈ RB,1 and there exists δ such that mb

δ−→ mb + δ
t−→ m′b. In

particular, δ does not violate any urgency constraints in the bounded part of the net.
Now, N ′ is a TPN with restricted constraints. This means that all urgency con-

straints are in the bounded part ofN . Hence, m δ−→ m+ δ does not violate any urgency
constraints. Now, to show thatR is a bisimulation, we want to show thatm+δ

t−→ m′ is
possible inN ′, for somem′u withm′ = m′b∪m′u and (m′u)

] = m′3. To see this, we start
by noting that, since (m,m2) ∈ R, with m2 = m1∪m3, we have m](p) = m3(p) ≥ 1

for all p ∈ Pu ∩ •t. Also, we have trivially that m](p) = m]
b(p) ≥ 1 for all p ∈ PB ∩ •t

as t is enabled from m1, and (mb,m1) ∈ RB,1. Thus t is enabled. Now, m+ δ respects
all the timings constraints of t: asN ′ is a TPN with restricted constraints, all constraints
apply to the bounded part. Transition t is enabled from m1, thus t can fire from m+ δ.
For the unbounded part, firing of t can consume any token in places of Pu ∩ •t and
we easily get (m′u)

] = m′3. For the bounded part, we choose to consume the tokens
consumed during the transition mb + δ

t−→ m′b. We thus obtain m′ = m′b + m′u, and
(m′,m′2) ∈ R. Hence R is a bisimulation relation. ut

We can then conclude that the netN2, as constructed above, is bisimilar to Timed(N ′)
and hence satisfies the properties required by the proposition. Thus, settingN2 to be the
net N ′′, we obtain the proof of Proposition 3. ut

From Proposition 2, we have that for every TPNN with restricted urgency, one can
build (Step 1) a TPN N ′ with restricted constraints that has the same set of reachable
markings. Then proposition 3 shows that one can design (Step 2) a Petri net that is
bisimilar to N ′. As reachability is decidable for Petri nets, this allows to conclude the
proof of Theorem 2.
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5.1 Discussion

Let us now observe some salient points regarding the proof of Theorem 2 and in partic-
ular, how it relies on several features of the considered nets. First, the proof works only
for nets with restricted urgency. If urgency is not restricted, one can easily model un-
bounded counters with places, and zeros tests with urgency, which yields undecidability
of reachability, control-state reachability and boundedness. Second, Step 1 of the proof
of Theorem 2 works only with a timed-arc semantics. The main idea in this step was
to simulate clocks with gadgets as in Figure 5, that need to be assembled to obtain nets
with restricted constraints, which are equivalent (i.e., have the same set of behaviors).
However, for TPNs under the intermediate semantics, assembling the gadgets leads to
nets that are not equivalent.

Step 2 of the proof works for both the intermediate and the timed-arc semantics.
Thus, starting from a TPN with restricted constraints, we get decidability of reachability
for TPNs with intermediate semantics as stated in the following Theorem 3. However,
as seen earlier, this class does not allow to model channels with latency constraints.

Theorem 3. LetN be a TPN with restricted constraints. Then the reachability, bound-
edness and control-state reachability problems are decidable for N .

Proof (sketch). The proof of Theorem 3 is obtained by a simple adaptation of Proposi-
tion 3 from Section 5, which shows that for any TPN with restricted constraintsN , one
can construct a Petri Net N ′ that is (untimed) bisimilar. ut

Finally, our proof works only when the considered systems can be implemented
with a bounded number of clocks (in order to get a bounded number of gadgets in the
proof). This approach would not work for systems modeling channels with latency and
unbounded throughput, which require nets with an unbounded number of clocks to be
specified. Decidability of reachability for such classes is left open.

6 Conclusion

In this paper, we considered extensions of Timed-Arc Petri Nets and subclasses of TPNs
to express urgency and latency constraints, while obtaining decidability results for un-
bounded systems. Decidability is obtained when urgency is used only in the bounded
part of the system. This led us to consider a timed-arc semantics for general TPNs, de-
fined via a Timed-Arc Petri Nets with Urgency. This new timed-arc semantics allows
TPNs to model restricted forms of latency, namely, unbounded latency in a channel
can be modeled when the throughput of this channel is bounded, as well as urgency
requirements. Further, the new timed-arc semantics is also interesting as decidability of
reachability can be proved for a class of TPNs larger with the timed-arc semantics than
with the intermediate marking semantics. Table 1 in the Introduction summarizes the
decidability results as well as expressiveness in terms of which (subclasses of) models
allow latency and urgency. The relative expressiveness of classes (wrt timed bisimi-
larity) is summarized in Figure 6, where we also emphasize their decidability status.
While Timed-Arc Petri nets are contained in Timed-Arc Petri nets with restricted Ur-
gency, Timed Arc Petri nets (with restricted Urgency) and TPNs are disjoint classes of
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Fig. 6. Inclusion of classes of Time/Timed-Arc Petri Nets with urgency w.r.t. timed bisimilarity.

models. For the entire subclass of Timed-Arc Petri nets with restricted Urgency, reach-
ability is decidable. However, outside this class, i.e. without restriction on the use of
urgency, control-state reachability and boundedness are undecidable. Further, with a
timed-arc semantics, TPNs fall back into the class of Timed-Arcs PNs with Urgency.
And by restricting urgency and under this timed-arc semantics, we obtain decidabil-
ity of reachability. Further, as a subclass of Timed-Arcs PNs with restricted Urgency,
control-state reachability and boundedness are decidable. Finally, the class of TPNs un-
der their intermediate marking semantics does not enjoy decidability results. However,
by restricting to the class of TPNs with restricted constraints, one gets decidability of
reachability and control-state reachability. The decidability of reachability for TPNs
with restricted urgency under intermediate marking semantics remains open.

As future work, we plan to study robustness properties, i.e, whether the system
can withstand infinitesimal timing errors, as has been extensively studied for timed
automata [23, 16, 10], etc. We would like to extend the study started for TPNs (e.g. [3])
to Timed-Arc Petri Nets with restricted Urgency.
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