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Abstract. Dixon’s famous theorem states that the group generated by
two random permutations of a finite set is generically either the whole
symmetric group or the alternating group. In the context of random
generation of finite groups this means that it is hopeless to wish for a
uniform distribution – or even a non-trivial one – by drawing random
permutations and looking at the generated group.
Mealy automata are a powerful tool to generate groups, including all
finite groups and many interesting infinite ones, whence the idea of gen-
erating random finite groups by drawing random Mealy automata.
In this paper we show that, for a special class of Mealy automata that
generate only finite groups, the distribution is far from being uniform
since the obtained groups are generically a semi-direct product between
a direct product of alternating groups and a group generated by a tuple
of transpositions.
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1 Introduction

The problem of random generation of finite groups was introduced by
Netto in 1882 [25], who conjectured that two random elements of the
symmetric group on k elements generate either the symmetric group or
the alternating group with high probability when k goes to infinity. This
was confirmed by Dixon in 1969 [8]. In this paper we study a different
approach for this problem, usingMealy automata. More precisely, instead
of drawing generators of a group, we draw a Mealy automaton next used
to generate a group. In specific classes of automata we prove analogues to
Dixon theorem: the limiting probability distributions on groups is formed
by atoms of total weight 1.
In all the paper we denote by Sk the symmetric group over k elements,
i.e. the group of the bijections of the set {1, . . . k} (or equivalently the set
of permutations on k symbols equipped with the multiplication), |σ| the
order of a permutation σ ∈ Sk, and sgn(σ) its signature. Moreover we
say that Ak is the alternating group, that is the group of permutations
of signature 1. If g1, . . . , gi are elements of a group G then 〈g1, . . . , gi〉,
called the group generated by g1, . . . , gi, is the smallest subgroup of G
that contains g1, . . . gi. Finally we denote by ≤ the subgroup relation,
by ⋊ the (inner) semidirect product, by πρ = ρ−1πρ the conjugate of π
by ρ, by e the trivial permutation, and by lcm (resp. gcd) the function
lowest common multiple (resp. smallest common multiple).

In 1969, Dixon proved the following theorem:

Theorem 1 (Dixon [8]). Let σ and τ be two random permutations
in Sk. Then

lim
k→∞

P (〈σ, τ 〉 = Sk or Ak) = 1 .

In other terms the group generated by two random permutations is gener-
ically the biggest possible. The case where the generated group is Ak

occurs when both permutations have signature 1.

The asymptotic in Theorem 1 has been gradually improved to 1− 1/k−
1/k2−4/k3−23/k4−171/k5 . . .1 by Bovey and Williamson [6], Babai [3],
and Dixon himself [9]. This theorem has also been extended to any finite
simple group [19, 22]: pick two elements in a finite simple group, they
generate the whole group with high probability.

This leaves open the problem of finding a suitable way to generate ran-
dom finite groups. In this paper we examine a new model, that is, gener-
ating random finite groups via drawing random Mealy automata. More
precisely we restrict ourselves to a class of automaton where every gen-
erated group is finite, the class of automata with cycles without exit [2,
26, 21]. Random generation of automata in this class has been studied
by De Felice and Nicaud in [7].
In Section 2 we recall the definitions of Mealy automata, introduce the
class of Mealy automata that we consider in the rest of the paper, and

1 Sequence A113869 from OEIS [28].
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prove some properties on the (finite) groups they generate. In Section 3
we show an analogue to Dixon’s Theorem for cycle automata with 2
states, namely that, generically

〈 1 2

σ

τ

〉 =







either Sk × Sk ,

or (Ak ×Ak)⋊ 〈(π, π)〉, with π2 = e and π 6= e

or Ak × Ak .

In Section 4 we extend this theorem to cyclic automata with any number
of states. Section 5 is dedicated to the conclusion and some perspectives.
Due to space constraints, several proofs are omitted but can be found in
the appendix.

2 Mealy Automata

Mealy automata have been introduced by Mealy in [23] but have been
widely used in (semi)group theory since Glushkov [16]. They have given
numerous interesting groups, the most famous probably being the Grig-
orchuk group, that is an infinite torsion group with intermediate growth,
solving both the Burnside problem and the Milnor problem [17, 18], along
with many others. For a more complete introduction to the topic we re-
fer the reader to the survey of Nekrashevych [24] or to the chapter of
Bartholdi and Silva [4].

A Mealy automaton is a complete deterministic letter-to-letter trans-
ducer A = (Q,Σ, δ, ρ) where Q and Σ are finite sets respectively called
the stateset and the alphabet, and δ = (δi : Q → Q)i∈Σ, ρ = (ρq :
Σ → Σ)q∈Q are respectively called the transition and production func-
tions. These functions can be extended to words as follows: see A as an
automaton with input and output tapes, thus defining mappings from
input words over Σ to output words over Σ. Formally, for q ∈ Q, the
map ρq : Σ

∗ → Σ∗, extending ρq : Σ → Σ, is defined recursively by:

∀i ∈ Σ, ∀s ∈ Σ∗, ρq(is) = ρq(i)ρδi(q)(s) . (1)

We can also extend the map ρ to words of states u ∈ Q∗ by composing
the production functions associated with the letters of u:

∀q ∈ Q, ∀u ∈ Q∗, ρqu = ρu ◦ ρq . (2)

A Mealy automaton is said to be invertible whenever ρq is a permutation
of the alphabet for every q ∈ Q. It is called reversible whenever δi is a
permutation of the stateset for every i ∈ Σ. Moreover an automaton is
said to be bireversible whenever it is reversible (i.e. every input letter
induces a permutation of the stateset) and every output letter induces a
permutation of the stateset.
Examples of such automata are depicted in Figures 1 and 2.
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x y1|2
2|1 1|1

2|2

Fig. 1. An invertible non-reversible
Mealy automaton (generating
K4 = Z/2Z × Z/2Z).

x y1|1
2|1

2|2
1|1

Fig. 2. A reversible non-invertible
Mealy automaton (generating an in-
finite semigroup).

The production functions ρq : Σ∗ → Σ∗ of an automaton A generate a
semigroup. Whenever A is invertible, one can define the group generated
by A:

〈A〉 := 〈ρq|q ∈ Q〉 = 〈ρu : Σ∗ → Σ∗|u ∈ Q∗〉 .

The problem of deciding whether an automaton semigroup is finite was
found undecidable by Gillibert [15]. For automaton groups the problem is
still open. However some classes of automata are known to generate only
finite or infinite groups. For instance automata that are invertible and
reversible, but not bireversible generate only infinite groups [1]; while An-
tonenko [2] and Russyev [26] independently proved that automata with
cycle without exit, i.e. automata where the underlying digraph consists
in a directed graph where each cycle is a dead end (or equivalently a
directed acyclic graph with eventually cycles and loops on the leaves),
generate only finite groups, regardless of the production functions. This
class is maximal in the sense that, for any automaton out of this class,
there exist production functions such that the generated group is infi-
nite [21].
In this paper we focus on the simplest of these later automata, namely
those where the underlying digraph consists in a single cycle. We call
the later cyclic automata, and draw the transitions x

ρx−−−→ y instead of

x
i|ρx(i)−−−−→ y when there is no ambiguity, see Figures 3 and 4 for examples.

For this class, the generated groups are finite, according to Antonenko
and Russyev, but the simplicity of the structure allows us to be more
precise:

Proposition 2. Let A be an n-state k-letter cyclic automaton. Then
〈A〉 ≤ Sn

k .

Proof. Let A = (Q,Σ, δ, ρ), with Q = {0, 1, . . . n − 1} and |Σ| = k.
Consider the action of some state q on a word s = s0s1 . . . sℓ, si ∈ Σ.
Since the underlying graph is a cycle, up to renaming the states, we have
δi(q) = q + 1 mod n for all i ∈ Σ. So ρq(s) = ρq(s0) . . . ρq+ℓ mod n(sℓ).
Hence ρq acts on s like the tuple

(ρq, ρq+1 mod n, . . . , ρq+n−1 mod n) .

The same holds for the other states, hence 〈A〉 ≤ Sn
k . ⊓⊔
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0 1

(1, 6, 4, 3)(2, 5)

(2, 3)(4, 5, 6)

Fig. 3. A 2-state 6-letter cyclic au-
tomaton (generating S2

6).

1

(1, 3, 2, 6, 5, 4)

2

(1, 4)(2, 5, 3, 6)

0

(1, 6, 2, 5, 4, 3)

Fig. 4. A 3-state 6-letter cyclic automaton
(generating (A6 ×A6 ×A6)⋊ 〈(1, π, π)〉c with
the notations set below).

We have proved that

〈A〉 = 〈(ρ0, ρ1, , . . . , ρn−1), (ρ1, . . . , ρn−1, ρ0), . . . , (ρn−1, ρ0, . . . , ρn−2)〉 .
In such case, we say that the group is circularly generated by the tuple
(ρ1, . . . , ρn) and write

〈A〉 = 〈(ρ0, ρ1, . . . , ρn−1)〉c ,
where the subscript c stands for circular.
The multiplication law in 〈A〉 can be seen as the usual multiplication of
permutations extended componentwise to tuples.

Remark 3. The probability distribution on groups obtained by picking
random cyclic automata is different from the one arising by picking ran-
dom n-tuples of k-permutations. For instance, the probability of gener-

ating the trivial group is 1/k!n in the first case, and 1/k!n
2

in the second
case.

From now on we focus on groups that are circularly generated by a tuple
of permutations. Likewise the case studied by Dixon, where two permu-
tations were considered, their signatures impact the generated group.
The easiest case arises when all permutations have signature 1, then no
odd permutation can be generated by the tuple, hence 〈A〉 ≤ An

k . To
deal with this we mimic the notion of signature for tuples by defining,
for any tuple (σ0, . . . , σn−1) ∈ Sn

k ,

sgnπ(σ0, . . . , σn−1) := (π
1−sgn(σ0)

2 , . . . , π
1−sgn(σn−1)

2 ) ,

where π is a transposition of Sk.

Then we obtain:

Proposition 4. Let A = (Q,Σ, δ, ρ) be a n-state k-letter cyclic automa-
ton with Q = {0, . . . , n− 1}. Then

〈A〉 = 〈(ρ0, . . . , ρn−1)〉c ≤ An
k ⋊ 〈sgnπ(ρ0, . . . , ρn−1)〉c ,

where π is an arbitrary transposition of Sk.
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In the following sections, we prove that, as for Dixon’s theorem, the
group circularly generated by (σ0, . . . , σn−1) is generically the biggest
one, i.e. An

k ⋊ 〈sgnπ(σ0, . . . , σn−1)〉c.

Note that the connectedness hypothesis (the fact that the automaton
consists in a single cycle) matters. Indeed for a collection of cycles we
get:

Proposition 5. Let I = {1, . . . ,m} and A =
⊔

i∈I Ai be the disjoint
union of cyclic automata Ai, each with ni states, ki letters, and transi-
tions {ρi,j}j<ni

. Then, putting k = maxi(ki), we have

〈A〉 ≤ A
lcmI (ni)
k ⋊E ,

where E . (Z/2Z)lcmI (ni) has size at most 2u, with

u =
m∑

j=1

(−1)j−1
∑

i1<i2<...<ij

gcd(ni1 , . . . , nij ) . (3)

Example 6. If we have three automata, all of size 2, then Equation (3)
gives

u = 6−
︸︷︷︸

size 1

(2 + 2 + 2)
︸ ︷︷ ︸

size 2

+2
︸︷︷︸

size 3

= 2 .

If the sizes are 2, 3, and 5, we obtain u = 10− (1+1+1)+1 = 8. Hence

we generate groups of size at most |Ak|30 × 28 = k!30

222
.

This leads us to disprove the following conjecture from [20]:“the group
generated by a bireversible n-state k-letter automaton is either infinite or
of order less than or equal to k!n”. This conjecture fails, for instance, for
the disjoint union of the automata from Figure 3 and 4 , which generates
a group of order 34828517376000000 = 6!6/4 > 6!5.

3 The 2-state Case

In this section we tackle the case of 2-state cyclic automata. Despite this
limitation, most of the combinatorial complexity appears in this case
which yet allows us to keep the proof easily readable.
In this section, A is a 2-state k-letter cyclic automaton with ρ0 = σ
and ρ1 = τ .
The aim of this section is to prove the following :

Theorem 7. Let A be a 2-state k-letter cyclic automaton. Then







limk→∞ P (〈A〉 ≃ Sk × Sk) = 1/2 ,

limk→∞ P (〈A〉 ≃ (Ak × Ak)⋊ 〈(π, π)〉) = 1/4 ,

limk→∞ P (〈A〉 ≃ Ak × Ak) = 1/4 .

where π is an arbitrary transposition of Sk.
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Remark 8. This is not a direct consequence of Dixon’s theorem. In-
deed one can apply Dixon’s theorem to Sk × Sk – considering GD =
〈(σ, τ ), (π, ρ)〉 – and get that GD is asymptotically isomorphic to Sk×Sk

with probability 3/8, to Sk×Ak with probability 3/8; (Ak×Ak)⋊〈(π, π)〉
with probability 3/16, or to Ak × Ak with probability 1/16.

In order to determine the generated group, we focus on the maximal
subgroup of 〈A〉 ≤ Sk × Sk where the first coordinate is e.

The following lemma allows us to conclude in a restricted number of
cases:

Lemma 9. For gcd(|σ| , |τ |) = 1 we have 〈A〉 = 〈σ, τ 〉 × 〈σ, τ 〉.

However it is very unlikely that two permutations have relatively prime
orders [12]. To prove Theorem 7 we use a theorem of Jordan (see [8]):

Theorem 10 (Jordan). Let G ≤ Sk be a primitive group containing a
cycle of prime length p ≤ k − 3. Then G is either the symmetric group
Sk or the alternating group Ak.

To apply this theorem we prove that we can find on the second coordinate
a primitive group which contains a p-cycle.
The following proposition restricts the search of a subgroup to the search
for a p-cycle.
We recall that the conjugacy classes in Sk are formed by the permutations
with the same cycle structures. The same holds in Ak, and, if the cycle
structure (including the cycles of length 1) consists only of cycles of odd
length with no two cycles of same length, there are two conjugacy classes
and we say that the conjugacy class splits, otherwise the elements with
the same cycle structure form a single conjugacy class [27]. Using the
notation πρ = ρ−1πρ we hqve

Proposition 11. Let π be a p-cycle of Sk with p prime and k ≥ 5, then
the groups Gπ(Sk) = 〈πρ | ρ ∈ Sk〉 and Gπ(Ak) = 〈πρ | ρ ∈ Ak〉 are
primitive.

The following easy but useful lemma shows that, if Ak ≤ 〈σ, τ 〉 and there
exists a p-cycle π such that (e, π) ∈ 〈A〉, then the maximal subgroup of
〈A〉 where the first component is e is isomorphic to either Ak or Sk.

Lemma 12. Let (e, π) ∈ 〈A〉. Then for any ρ ∈ 〈σ, τ 〉 we have (e, πρ) ∈
〈A〉.

Hence if we find a cycle of prime length less than k−3 we will be able to
conclude. The following lemma explains how to find such a permutation
and contains the essence of the proof of Theorem 7.

Proposition 13. Let σ and τ be two permutations of different orders
and such that 〈σ, τ 〉 = Sk or Ak. Then there exists a p-cycle π (p prime)
such that (e, π) ∈ 〈(σ, τ )〉c.
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Proof. Put d = gcd(|σ| , |τ |). By construction
∣
∣σd

∣
∣ and

∣
∣τd

∣
∣ are co-prime.

Assume
∣
∣τd

∣
∣ 6= e: choose any prime number p that divides the order of

τd (hence p does not divide the order of σd). Let a be the largest integer

such that pa divides
∣
∣τd

∣
∣. Hence τdpa−1

has order pr, with gcd(p, r) = 1,

and σdpa−1

has order co-prime with p (since it is the same order as σd).

For simplicity we put τ̂ = τdpa−1 6= e and σ̂ = σdpa−1

.

Then 〈A〉 ∋ (σ̂, τ̂ )
|σ̂||τ̂|

p = ((σ̂|σ̂|)
|τ̂|
p , (τ̂

|τ̂|
p )|σ̂|) = (e, (τ̂

|τ̂|
p )|σ̂|). Hence

τ̂
|τ̂|
p has order p by construction and, since gcd(|σ̂| , p) = 1, so has

(τ̂
|τ̂ |
p )|σ̂| = τ̌ .

Since τ̌ has order p, it is a product
∏

i πi of ℓ disjoint p-cycles. For ℓ > 1,
we construct a p-cycle by considering the different cases:

1. Case p 6= 2. Let τ̃ be the conjugate π1

∏

i≥2 π
−1
i of τ̌ . Hence 〈A〉 ∋

(e, τ̌)(e, τ̃) = (e, π2
1) and, since gcd(2, p) = 1, π2

1 is a p-cycle.
2. Case p = 2.

(a) If 2ℓ < k. Then τ̃ =
∏

i≥0(2i+1, 2i+2) and τ̇ = (1, k)
∏

i≥0(2i+
1, 2i + 2) are in the same conjugacy class as τ̌ , hence 〈A〉 ∋
(e, τ̃ )(e, τ̇ ) = (e, (1, 2, k)), whence we obtain a 3-cycle.

(b) Otherwise τ̃ =
∏

i≥0(2i+1, 2i+2) and τ̇ = (1, 4)(2, 3)
∏

i≥2(2i+
1, 2i+ 2) satisfy τ̃ τ̇ = (1, 3)(2, 4) which reduces to the previous
case (assuming k > 4).

⊓⊔

We can now state our theorem:

Theorem 14. Let σ and τ be two permutations of Sk, k > 5, of different
orders and such that 〈σ, τ 〉 = Sk or Ak. Then

〈 1 2

σ

τ

〉 =







Sk × Sk for sgn(σ) 6= sgn(τ ),

(Ak ×Ak)⋊ 〈(π, π)〉 for sgn(σ) = sgn(τ ) = −1,

Ak × Ak for sgn(σ) = sgn(τ ) = 1,

where π is an arbitrary transposition of Sk.

Proof. We apply Proposition 13. If the obtained p-cycle satisfies p ≤ k−3
then we apply Theorem 10 and get that our group is one of the three
described above.
Otherwise we can apply the same argument to σ and conclude, except in
the six cases where (with d = gcd |σ| , |τ |) (|σ|d , |τ |d) is ((k−2)a, (k−1)b),
((k−1)a, kb), ((k−2)a, kb), (1, (k−2)b), (1, (k−1)b), or (1, kb), and k = p
is a prime greater than 5. Let us deal with the first three cases.
By taking the suitable powers of (σ, τ )d, we can assume a = b = 1 without
loss of generality, and obtain the elements (e, σ̂) and (e, τ̂ ) of 〈A〉 with
orders p− 2 and p− 1 (resp. p− 1 and p, and p− 2 and p). Then if the
orders differ by one, we can construct (e, (1, 2)) ∈ 〈A〉 by considering
the product (1, . . . , p− 2)(p− 1, p− 2, . . . , 1) (resp. (1, . . . , p− 1)(p, p−
1, . . . , 1)), hence generating a group isomorphic to the direct product
{e} × Sk. If the difference is 2 then we use the same trick to get the
3-cycles. Since 3-cycles generate Ak we obtain Ak × Ak ≤ 〈A〉.
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In the last three cases we have σd = 1 , with d ≤ 2. For d = 1, 〈σ, τ 〉 6=
Sk, Ak which contradicts the hypothesis. For d = 2, we can assume that,
up to renaming, τ = (1, 2)(3, . . . , p). Hence we can get (e, (1, . . . , p −
3, p− 2)) and (e, (1, . . . , p− 3, p− 1)) in 〈A〉. Then (e, (1, . . . , p− 3, p−
2))(e, (1, . . . , p− 3, p− 1)) = (e, (1, 3, 5, . . . , p− 2)(2, 4, . . . , p− 3, p− 1)),
so we can find a cycle of prime size smaller than (p− 1)/2.
Finally, as (σ, τ ) ∈ 〈A〉, by looking at its signature we show that the
expected group is contained in 〈A〉. We apply Proposition 4 as an upper
bound and get the result. ⊓⊔

To prove Theorem 7 we use the convergence of the logarithm of the order
of a random permutation to a (continuous) Gaussian limit law [11] to
prove that two generic random permutations have different orders and
Dixon’s theorem to prove that they generate either Ak or Sk.

It would be interesting to compute a more precise asymptotic for this
convergence. By Dixon’s theorem we know that the probability for two
random permutations to generate either Sk or Ak is 1− 1/k +O(1/k2).
We are now interested in the probability for two random permutations
to have the same order. It is clear that this probability admits 1/k2 for a
lower bound (corresponding to the probability of drawing two k-cycles).
A more precise lower bound is the probability that the permutations are
conjugate, namely W1/k

2 where W1 ≈ 4.26340 is an explicit constant,
see [13] and [5]. Experimentally the probability that two random permu-
tations have the same order seems to be of the same magnitude, hence
we state the following conjecture:

Conjecture 15. Let σ, τ be two random permutations of Sk. Then

lim
k→∞

P (|σ| = |τ |) = K

k2
,

with W1 ≤ K ≤ 12.

Remark 16. The hypothesis “the permutations have different orders” is
sufficient but not necessary: for instance, σ = (1, 6, 7, 3, 12, 5)(2, 8)(9, 11)
and τ = (1, 9, 8)(3, 5, 7, 6, 10, 11)(4, 12) satisfy sgn(σ, τ ) = (−1, 1) and
|σ| = |τ | = 6, but the generated group is S12 × S12, and other examples
can be found for the other groups described.
On the other hand, one can find examples of a cyclic automaton with two
permutations with the same order (generating either the symmetric or
the alternating group), that generate none of the three expected groups.
A necessary and sufficient, but yet ineffective, hypothesis would be that
some product ρ of σ and τ has an order different from the order of ρ
defined by applying σ 7→ τ and τ 7→ σ on ρ ∈ {σ, τ}∗, and Ak ≤ 〈σ, τ 〉.

Remark 17. This theorem, likewise Dixon’s theorem, does not generalise
to semigroups. Indeed to generate the whole transformation semigroup
one need to pick at least two permutations, which is rare: the probability
of drawing one permutation is k!/kk ∼∞

√
2πke−k →∞ 0. Numerical

simulations performed using GAP system [14] do not suggest any obvious
convergence to a set of semigroups.
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Using [10] we can also say a bit about another way of generating random
groups:

Proposition 18. Let σ and τ be two random permutations of Sk, k ≥ 5.
Let A be the disjoint union of two cyclic automata, with output func-
tions σ and σ−1 for one, and τ and τ−1 for the other. Then, generically,

〈A〉 =
{

(Ak × Ak)⋊ 〈(π, π)〉 if one of the permutation is odd

Ak × Ak otherwise.

With π an arbitrary transposition.

Proof. We have 〈A〉 = 〈(σ, σ−1), (τ, τ−1)〉c. It is a direct consequence
of Dixon’s theorem (〈σ, τ 〉 = Sk, Ak generically) and Lemma 2.4 and
Example 2.7 of [10], with the remark that [Ak, Ak] = Ak for k ≥ 5.

⊓⊔

In contrast, the group 〈(σ, τ−1), (σ−1, τ )〉c is equal to 〈(σ, τ−1)〉c, and
follows the behaviour described in Theorem 7.

4 Cyclic Automata with any Number of States

For the general case we need more conditions on the orders to find an
isolated, prime-sized cycle. In order to conclude, we require that the tuple
of the orders of the permutations has no periodic pattern.
Recall that a primitive word is a word that cannot be expressed as a
power of a shorter word.

Proposition 19. Let (σi)i be n permutations of Sk, k ≥ 7, such that
the tuple (|σ0| , . . . , |σn−1|) is primitive and 〈(σi)i〉 = Sk or Ak. Then
there exists a prime-sized cycle π satisfying (e, e, . . . , e, π) ∈ 〈(σi)i〉c.

Now we have:

Theorem 20. Let Ak be a random n-state k-letter cyclic automaton
with output functions (σ0, . . . , σn−1). Then

lim
k→∞

P

(

〈Ak〉 = An
k ⋊ 〈sgnπ(σ0, . . . , σn−1)〉c

)

= 1 .

Proof. By Dixon’s theorem we can assume that 〈(σi)i〉 = Sk or Ak. If the
tuple of orders is primitive then using Proposition 19 we get an element
having a p-cycle on one coordinate and trivial permutations elsewhere,
and, as in Theorem 14 we obtain the expected result. Now the probability
that the tuple of orders is primitive is less than the probability that
|σ0| = |σi| holds for some i, which goes to 0 as k goes to infinity, since n
is fixed. ⊓⊔

Once again the signatures control the generated group, so we can deduce
the probability of generating each group. Note that there is at most 2n

groups and that some of them are isomorphic.
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5 Conclusion and Perspectives

We showed that the model of random cyclic automaton groups presents
little diversity and hence cannot be used in order to provide an efficient
model of random groups. The natural extension is now to deal with
other types of Mealy automata. The closest step – the whole class of
automata with cycles without exit – also seems to provide a Dixon-like
property. One can prove another analogue to Dixon’s Theorem in two
other subclasses: paths ending with a loop and trees with loops on leaves.

Proposition 21. Let A = (Q,Σ, δ, ρ) be an n-state k-letter automa-
ton with Q = {0, . . . , n− 1}, such that δu(q) = min (q + 1, n− 1),∀q ∈
Q,u ∈ Σ. Then

lim
k→∞

P
(
〈Ak〉 = (An−1

k × 〈ρn−1〉)⋊ P
)
= 1 ,

where P = 〈{(sgnπ(ρi), . . . , sgnπ(ρn−1), . . . , sgnπ(ρn−1))}i〉.

Proposition 22. Let A = (Q,Σ, δ, ρ) be an n-state k-letter automa-
ton with Q labelled by words in {0, . . . , a − 1}d (with a and d inte-
gers respectively called arity and depth of the automaton), such that
δu(qx0,...,xi,xi+1) = qx0,...,xi

,∀x0, . . . xi+1 ∈ {0, . . . , a− 1}d, u ∈ Σ. Then

lim
k→∞

P
(
〈Ak〉 = (An−1

k × P
)
= 1 ,

where P = 〈ρqǫ〉⋊ 〈{(sgnπ(ρuiui−1...), . . . , sgnπ(ρqǫ), . . . , sgnπ(ρqǫ))}i〉.
In particular, if the automaton A contains a cyclic automaton as a leaf,
then generically Ak⋊〈sgnπ(σ1, . . . , σn)〉c is a subgroup of 〈A〉, preventing
to generate small groups. This, in addition with numerical evidences,
suggest that the class of automata with cycles without exit does not
present interesting behaviour regarding random generation.
The more general classes of automata are more delicate to tackle since
the finiteness problem is not yet known, however they present much more
interesting behaviour since we no longer require a tree-like structure.

Besides, determining the probability that two permutations have the
same order, which would provide asymptotics for our result, seems to be
an interesting problem in its own.
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A Appendix

We present the omitted proofs. For coherence sake, we recall the state-
ments using the same numerotation. To improve the legibility we add
some intermediate results.

Proposition 4. Let A = (Q,Σ, δ, ρ) be a n-state k-letter cyclic automa-
ton with Q = {0, . . . , n− 1}. Then

〈A〉 = 〈(ρ0, . . . , ρn−1)〉c ≤ An
k ⋊ 〈sgnπ(ρ0, . . . , ρn−1)〉c ,

where π is an arbitrary transposition of Sk.

Proof. Let π be an arbitrary transposition of Sk. For σ ∈ Sk , we define

σ̂ =

{

{σπ, π} for sgn(σ) = −1 ,

{σ, e} otherwise.

The map σ 7→ σ̂ is clearly a bijection from Sk to Ak⋊〈π〉. We can extend
this bijection to tuples: An

k is a normal subgroup of Sn
k as it is a direct

product of n normal subgroups of Sk, it is also the kernel of the morphism
sgnπ : Sn

k → 〈(π, e, e, . . . , e)〉c. Hence Sn
k ≃ An

k ⋊ 〈(π, e, e, . . . , e)〉c and

〈A〉 ≃〈{(ρ0π
1−sgn(ρ0)

2 , . . . , ρn−1π
1−sgn(ρn−1)

2 ) sgnπ(ρ0, . . . ρn−1)}〉c
≤An

k ⋊ 〈sgnπ(ρ0, . . . , ρn−1)〉c .

⊓⊔
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We extend the notion of signature to tuple componentwise:

sgn(σ0, . . . , σn−1) := (sgn(σ0), . . . , sgn(σn−1)) .

Proposition 5. Let I = {1, . . . ,m} and A =
⊔

i∈I Ai be the disjoint
union of cyclic automata Ai, each with ni states, ki letters, and transi-
tions {ρi,j}j<ni

. Then, putting k = maxi(ki), we have

〈A〉 ≤ A
lcmI (ni)
k ⋊E ,

where E . (Z/2Z)lcmI (ni) has size at most 2u, with

u =
m∑

j=1

(−1)j−1
∑

i1<i2<...<ij

gcd(ni1 , . . . , nij ) . (3)

Proof. Similarly to Proposition 2, we show that every state qi0 ∈ Ai acts
like (ρi,1, . . . , ρi,ni−1, ρi,0, . . . , ρi,ni−1, . . . ρi,0, . . . , ρi,ni−1), a tuple of size
lcmI(ni) of permutations of Sk, hence

〈A〉 ≤ A
lcmI (ni)
k ⋊ 〈{sgnπ(ρi,0, . . . , ρi,ni−1, . . . ρi,ni−1)}i∈I〉c ≤ Sn

k .

Consider the elements of E: 〈sgnπ(ρi,0, . . . , ρi,ni−1 . . . ρi,ni−1)〉c is iso-
morphic to 〈sgn(ρi,0, . . . , ρi,ni−1 . . . ρi,ni−1)〉 ≤ 〈(1, 0, . . . , 1, 0, . . . , 0)〉c,
where the two last groups have additive laws. So the order of E is less
than the order of the group circularly generated by tuples of periods ni

with only one entry 1 per period. This group has at most 2
∑

ni elements:
put Ei = 〈sgn(ρi,0, . . . , ρi,ni

. . . ρi,ni
)〉c and Pi = 〈(1, 0, . . . , 1, 0, . . . , 0)〉c

(where the tuple has length lcmI(ni), period ni and one entry 1 in each
periodic factor), then |Ei| ≤ |Pi| = 2ni and every element of E is a
product of elements in Ei, hence |E| ≤ ∏

i |Ei| ≤
∏ |Pi| = 2

∑
ni . In

addition, tuples whose period divides both ni and nj belong to both Pi

and Pj , hence are counted twice. By the inclusion-exclusion principle on
the lowest common multiples of the periods we get the result. ⊓⊔

Lemma 9. For gcd(|σ| , |τ |) = 1 we have 〈A〉 = 〈σ, τ 〉 × 〈σ, τ 〉.

Proof. By Bezout lemma there exist u, v ∈ N such that u |σ|+ v |τ | = 1.
Now 〈A〉 ∋ (σ, τ )u|σ| = (σu|σ|, τ 1−v|τ |) = (e, τ ). Likewise we get the
elements (e, σ), (σ, e) and (τ, e) whence 〈σ, τ 〉 × 〈σ, τ 〉 ≤ 〈A〉. The other
inclusion follows from Proposition 2. ⊓⊔

Proposition 11. Let π be a p-cycle of Sk with p prime and k ≥ 5, then
the groups Gπ(Sk) = 〈πρ | ρ ∈ Sk〉 and Gπ(Ak) = 〈πρ | ρ ∈ Ak〉 are
primitive.

Proof. We only need to prove the second statement, which implies the
first one. Recall that a primitive group is a transitive group that does not
stabilise any partition of Σ = {1, . . . , k} (apart from the two trivial ones:
the singleton partition and the partition of singletons). Let us prove first
that Gπ(Ak) is transitive. Let i, j ∈ Σ. If the conjugacy class does not
split then (i, j, x3, . . . , xp) = πρ for a suitable ρ ∈ Ak and arbitrary xℓ’s,
and πρ(i) = j. Otherwise p ≥ 5 and if (i, j, x3, . . . , xp) = πρ,with ρ ∈ Sk\



Dixon’s theorem for automaton groups 15

Ak is not in the same conjugacy class as π then (i, j, x3, . . . , xp, xp−1) =
(πρ)(p−1,p) = πρ(p−1,p) is in the same conjugacy class since ρ(p− 1, p) ∈
Ak. Hence Gπ(Ak) is transitive.
For primitivity, consider a partition Σ1, . . . , Σa of Σ such that i, j ∈ Σ1

and ℓ 6∈ Σ1. Then consider the cycle πρ = (i, j, x3, . . . , xp−1, ℓ): as π
ρ(i) =

j ∈ Σ1 and πρ(ℓ) = i ∈ Σ1, the partition is not preserved. For ρ ∈ Ak we
get the result. Otherwise ρ(1, 2) ∈ Ak, so (j, i, x3, . . . , xp−1, ℓ) ∈ Gπ(Ak)
and the same holds. ⊓⊔

Let σ : {σ, τ}∗ → {τ, σ}∗ be the involutory morphism defined by σ = τ .
Then for ρ ∈ {σ, τ}∗, (ρ, ρ) ∈ 〈A〉 (after identifying words on {σ, τ} with
permutation in Sk).

Lemma 12. Let (e, π) ∈ 〈A〉. Then for any ρ ∈ 〈σ, τ 〉 we have (e, πρ) ∈
〈A〉.

Proof. Since (ρ, ρ) ∈ 〈A〉 and ρ−1 = ρ−1, we have (ρ, ρ)−1(e, π)(ρ, ρ) =
(e, πρ). ⊓⊔

To prove Proposition 19 we first present the case of three permutations,
then generalise to an arbitrary number of them.

Proposition 23. Let σ0, σ1 and σ2 be three permutations of Sk, k ≥ 7,
that do not all have the same order and such that 〈σ0, σ1, σ2〉 is either
Sk or Ak. Then there exists a prime-sized cycle π satisfying (e, e, π) ∈
〈(σ0, σ1, σ2)〉c.

Proof. Since the orders are different, there exist a prime p, an integer
c, and a non-trivial subset of {σi}i∈{0,1,2} such that pc divides each
order of the elements in that subset. If it divides the order of only one
permutation, we can apply the argument of Proposition 13. Otherwise,
we can obtain, by taking the suitable power of a generator, the tuple
(e, τ1, τ2) (and (τ1, τ2, e) by circularity). As in Proposition 13 we can
create, by conjugation and multiplication, (e, ρ1, α) (resp. (β, ρ2, e)) for
some p-cycle ρ1 (resp. ρ2). Moreover we can get that |α| (resp. |β|) is
pa for some integer a (resp. pb for some b), so we have (e, ρ1, αρ1) (resp.
(βρ2 , ρ2, e)) for any p-cycle ρ1 (resp. ρ2) in a certain conjugacy class under
〈σ0, σ1, σ2〉. Then we can multiply these tuples and obtain (βπ, π, απ),
where π is a cycle of size 3 (resp. 5 for p = 3), and the orders of απ

and βπ are powers of p. Then (βπ, π, απ)
|απ ||βπ| = (e, π̂, e), where π̂ is

a 3-cycle (resp. 5-cycle), thus by conjugation (resp. multiplication and
conjugation) we can get all 3-cycles, and finally able to generate Ak. The
result follows. ⊓⊔

Proposition 19. Let (σi)i be n permutations of Sk, k ≥ 7, such that
the tuple (|σ0| , . . . , |σn−1|) is primitive and 〈(σi)i〉 = Sk or Ak. Then
there exists a prime-sized cycle π satisfying (e, e, . . . , e, π) ∈ 〈(σi)i〉c.
Proof. Since the tuple of orders is primitive there exists a prime p and
an integer c such that pc divides every element of a non-trivial sub-
set of {|σi|}i∈{0,...,n−1}. Hence we get a tuple of permutations of or-
ders p or 1. We can assume that each non-trivial permutation is sur-
rounded by ones: consider (α0, . . . , αa, e, π0, . . . , πs, e, β0, . . . , βb) where
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the π’s have orders p and π1 is a p-cycle, and its permuted-conjugated
(β′

b, α
′
0, . . . , α

′
a, e, π

′
0, . . . , π

′
s, e, β

′
0, . . . , β

′
b−1) where the π′’s have orders p

and π′
0 is a p-cycle such that π1π

′
0 has order r, with r a prime different

from p, and |αi| = |α′
i| and |βi| = |β′

i|. By multiplying these two tuples
we get

∆=(α0β
′
b, α1α

′
0, . . . , αaα

′
a−1, α

′
a, π0, π1π

′
0, . . . , πsπ

′
s−1, π

′
s, β0, β1β

′
0, . . . , βb−1β

′
b) .

We remark that if a permutation αi is trivial, then the corresponding
coordinate in ∆ has order p. Then by taking the suitable power we get a
tuple (γ0, . . . , γa−1, e, e, ρ0, . . . , ρs−1, e, e, δ0, . . . , δb−1), where trivial co-
ordinates remain trivial and every non-trivial permutation has order r,
hence, by induction, we construct a tuple of permutations of prime or-
der r, where each non-trivial permutation is surrounded by trivial per-
mutations (note that if the original tuple is formed by one trivial per-
mutation and a block of permutations of orders p, then using techniques
similar to the one in Proposition 23 we reduce to this situation).This
tuple might be non-primitive, but we can construct such a tuple for each
prime greater than 2.
We now consider two cases: if ∃Π = (σ0, . . . , σn−1)

d = (π0, . . . , πn−1) a
tuple with |πi| ∈ {1, p}, p prime, such that the tuple of orders is primi-
tive, then let Γ be a non-trivial tuple with the orders of the coordinate
either 1 or p, and where two non-trivial permutations are consecutive
(as constructed above). Since Π is aperiodic we can find a configuration
were two non-trivial permutations of Γ face respectively a trivial permu-
tation and a non-trivial one. Thus by multiplying and taking the suitable
power, we get Γ1 having the same properties as Γ and with strictly less
non-trivial permutations. Hence we obtain Γ∞ ∈ 〈A〉 which contains ex-
actly one p-cycle and trivial permutations.
If no such Π exists then, since the tuple of orders is aperiodic, there are
two tuples Π1,Π2 having tuples of orders with non-multiple periods t1, t2
and such that the lowest common multiple of their periods is greater does
not divide n (or equivalently is greater than n). Then can construct Γ
as above for Π1. Then, either Γ is aperiodic or t1 does not divide its
period, or t1 divides its period. In the first case we can obtain a tuple
Γ1 having strictly less non-trivial permutations by multiplying Γ and Π1

and taking the suitable power. In the second case t2 does not divide the
period of Γ and we apply the same argument using Π2 instead of Π1.
By induction of this procedure we obtain Γ∞ as described above. ⊓⊔
Proposition 21. Let A = (Q,Σ, δ, ρ) be an n-state k-letter automa-
ton with Q = {0, . . . , n− 1}, such that δu(q) = min (q + 1, n− 1),∀q ∈
Q,u ∈ Σ. Then

lim
k→∞

P
(
〈Ak〉 = (An−1

k × 〈ρn−1〉)⋊ P
)
= 1 ,

where P = 〈{(sgnπ(ρi), . . . , sgnπ(ρn−1), . . . , sgnπ(ρn−1))}i〉.
Proof. By definition of the automaton, q induces the transformation
(ρq, ρq+1, . . . , ρn−1, . . . , ρn−1, . . .) on Σ∗. Hence

〈A〉 ≃ 〈(ρ0, . . . , ρn−1), (ρ1, . . . , ρn−1, ρn−1), . . . , (ρn−1, . . . , ρn−1)〉 ,

whence the result by Dixon’s theorem and conjugation. ⊓⊔
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Hence the group has size k!n−1×|ρn−1| /2(mini (i|{sgn(ρn−1−i)}i={−1,1})−1)

In the same spirit, if the automaton is the disjoint union of linear automa-
ton, then it is generically the direct product of symmetric or alternating
groups.

Proposition 22. Let A = (Q,Σ, δ, ρ) be an n-state k-letter automa-
ton with Q labelled by words in {0, . . . , a − 1}d (with a and d inte-
gers respectively called arity and depth of the automaton), such that
δu(qx0,...,xi,xi+1) = qx0,...,xi

,∀x0, . . . xi+1 ∈ {0, . . . , a− 1}d, u ∈ Σ. Then

lim
k→∞

P
(
〈Ak〉 = (An−1

k × P
)
= 1 ,

where P = 〈ρqǫ〉⋊ 〈{(sgnπ(ρuiui−1...), . . . , sgnπ(ρqǫ), . . . , sgnπ(ρqǫ))}i〉.

Proof. By definition of the automaton, qu0u1...ui
induces the transforma-

tion (ρqu0u1...ui
, ρqu0u1...ui−1

, . . . , ρqǫ , . . . , ρq−ǫ, . . .) on Σ∗. Whence the
result by Dixon’s theorem and conjugaison. ⊓⊔


