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ABSTRACT

The growing demand for robust speech processing applications
able to operate in adverse scenarios calls for new evaluation
protocols and datasets beyond artificial laboratory conditions. The
characteristics of real data for a given scenario are rarely discussed
in the literature. As a result, methods are often tested based on the
author expertise and not always in scenarios with actual practical
value. This paper aims to open this discussion by identifying some
of the main problems with data simulation or collection procedures
used so far and summarizing the important characteristics of real
scenarios to be taken into account, including the properties of
reverberation, noise and Lombard effect. At last, we provide some
preliminary guidelines towards designing experimental setup and
speech recognition results for proposal validation.

Index Terms— real applications, robust speech processing, re-
verberation, noise, Lombard effect

1. INTRODUCTION

One of the challenges currently faced in many areas of speech pro-
cessing, including speech enhancement, automatic speech recogni-
tion (ASR), speaker identification and verification, keyword spot-
ting, and computational paralinguistics, is the migration of labora-
tory results to real application scenarios [1–4]. The acoustic vari-
ability in these scenarios raises several robustness problems due to
environmental noise, reverberation, and source or sensor movement,
among others. The best way to ensure that a scientific result has prac-
tical value is to evaluate it in the targeted scenarios of use, e.g., [5–9].
However, this is rarely feasible in the early stages of research. Re-
searchers have therefore resorted to evaluating their methods with
recorded or simulated data in controlled scenarios.

It is usual that simulated datasets are acoustically unrealistic.
For example, it is not uncommon to mix speech signals together
without noise or reverberation, e.g., [10], or to simulate noise alone,
e.g., [11, 12], or reverberation alone, e.g., [13, 14], instead of con-
sidering them in combination as they appear in real indoor environ-
ments. The noise signals may also be overly simplistic, e.g., Gaus-
sian random noise [15, 16] or individually recorded noises added to-
gether [17–19], instead of real recorded noise scenes. The noise and
reverberation levels are frequently selected independently from each
other without a specific application in mind, e.g., [20, 21], therefore
some of them might never happen in real life. Furthermore, they are
often selected within a discrete set of values, e.g., [11, 14, 22–24] or
a narrow range of values, e.g., [25], which does not match the actual
distribution of levels observed in real life and artificially advantages

learning-based methods which may overfit those levels. Even when
the distortion levels are realistic, there may still exist some acoustic
mismatch, due to recording speech in a different place than noise and
reverberation, e.g., [26, 27]. At last, the Lombard effect is often not
considered, e.g., [28, 29].

Although real data are exempt from such criticisms, they are still
not always ecologically realistic because they were not collected in
the real conditions of use. Depending whether the considered artifi-
cial scenario is simpler or more difficult than the real one, this can
result in selecting methods that will perform poorly in real scenarios
or whose high computational cost is actually not required.

The information about which conditions are required for a
dataset to be realistic and which ones are actually important for the
evaluation of a certain task is sparsely found in the literature. We
have identified above some of the main problems with simulated or
real data used for robust speech processing experiments so far. In
the rest of this paper, we list the characteristics of real scenarios
to be taken into account in Section 2, and summarize in Section 3
the important properties of reverberation, noise and Lombard effect,
and validate them on a real robust ASR dataset. These properties
were established in different papers in the acoustics community and
are still little known in the speech community. Then, we propose
an approach for defining the scenario distortion pattern and a pro-
cedure for configuring the experimental setup regarding the target
application in Section 4, followed by some ASR results for proposal
validation. We conclude in Section 5.

2. CHARACTERIZATION OF REAL SCENARIOS

2.1. Interface and speaker distance

Many factors influence the speech distortion conditions in real sce-
narios. Among them, the recording device used for signal acquisition
defines the typical distance to the speaker (D), which influences the
distortion level [30]. For large D, multi-microphone interfaces are
generally used. The number of microphones influences in turn the
choice and the performance of the distortion compensation method.

As it can be seen in Table 1, D varies from one application to
another. When talking over the phone or recording TV/radio speak-
ers in a studio, the speaker’s mouth is very close to the recording
device. For access control as well as hands-free call/control devices
such as tablets or in-car GPS, D is larger but it still lies in a small
interval. By contrast, in some forensics applications, the speaker is
not aware of the position of the recording device, so D is quite vari-
able. Similarly, certain applications such as audioconferencing and
voice-controlled home automation rely on voice call/control devices
which can both be held close to the user’s mouth or operate at dis-
tance, resulting in a large interval of distances.



Table 1. Characterization of interfaces used in speech processing
applications by number of microphones (Ch.), possibility of sensor
movement (Move.), and distance D to the speaker.

# Interface Ch. Move. D (cm)
1 Access control devices 1 No ≈ 30–70
2 Cell/landline phone 1-2 Yes/No ≈ 3–15
3 Computer/tablet/PDA 2 Yes ≈ 30–50
4 Hidden microphone 1-N Yes ≈ 10–1000
5 Voice call/control device 1-N Yes ≈ 5-500
6 Studio microphone 1-N No ≈ 3-25

2.2. Scenario location

The scenario location, i.e., indoor or outdoor, helps to define the
possible type of distortion in the scene. Outdoor scenarios are only
affected by environmental noise. For indoor scenarios, the Room
Impulse Response (RIR) characteristics should be considered in ad-
dition. Table 2 shows examples of scenario locations for different
speech processing applications.

Table 2. Scenario location for speech processing applications.

Applications Scenario Interface
location (Table 1)

Access control to physical indoor/outdoor 1, 3facility, network, or website
Voice service (e.g., banking) indoor/outdoor 2, 3

Forensics indoor/outdoor 2, 3, 4
Home parole1 indoor 2

Home automation, in-car GPS indoor 5
Intelligent answering machine indoor 2

TV/radio stream indoor/outdoor 6
Hearing aid indoor/outdoor 5

Meeting/lecture transcription indoor 3, 5

2.3. Distortion type

The types of noises should be defined according to the scenario en-
vironment in the specific application. See some examples in Table
3. Real noise scenes are usually mixtures of different noises with
diffuse spatial distributions and complex time dependencies, which
remain hard to simulate today.

In indoor scenarios, the RIR should be considered. It con-
sists of: direct sound, early echoes, and reverberation (late reflec-
tions). Reverberation spreads the speech spectrum over multiple
time frames [31]. Dereverberation algorithms typically aim to can-
cel this spreading effect. Early echoes result in a channel effect in-
stead [31]. They color the speech spectrum in the current time frame
and require channel-robust algorithms based on, e.g., cepstral mean
normalization or factor analysis.

3. PROPERTIES OF DIFFERENT TYPES OF DISTORTION

So far, we have grossly characterized the scenarios in terms of
speaker distance, scenario location, and distortion type. This is il-
lustrated in Fig. 1.

1Remote verification of people under parole, i.e., required to remain at
home by law.

Table 3. Examples of environmental noises in common speech pro-
cessing application scenarios.

Scenario Environmental Noises
Restaurant/Cafeteria Cutlery, voices, music

Home Voices, TV, electrical appliances
Conference/Meeting Voices, chairs, air conditioning
Train/Metro station Train, voices, footsteps, music

Airport Traffic, music, air conditioning
Car/Bus Cockpit noise, engine, wind, traffic
Office Phone ring, air conditioning, typing

Street/Square/Park Traffic, footsteps, voices, wind
TV/Radio stream Music, applause
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Fig. 1. Distortion types in speech processing applications.

We now analyze these distortions in more detail and quantify
some of their properties. Besides environmental distortions, such
as reverberation and noise, there are additional speaker variability
factors that can be significant in some specific application scenarios,
e.g. emotion, illness, stress, aging, etc. Among them we consider
the Lombard effect, that is the phenomenon by which speakers tend
to raise their voices when speaking in a noisy environment. Others
intraspeaker variabilities are hard to simulate over existing speech
signals, so this should be considered at the time of corpus selection.

3.1. Reverberation properties

Reverberation is characterized by three main properties which de-
pend on the acoustic features of the room and the speaker/micro-
phone positions. One of the most widely used is the time taken for
the reverberant energy to decay by a certain amount (usually 60 dB)
once the sound has been abruptly shut off. This is the well-known
Reverberation Time (RT60), which only depends of the acoustic fea-
tures of the room, so it is constant at any location in the room [32].
Different scenarios translate into different RT60. The relationship
between RT60(s), the room volume V (m3), the amount of air ab-
sorption A(m2), the total room surface S(m2) and the average sur-
face absorption coefficient α is approximated by Eyring’s formula
[33]:

RT60 = 0.161
V

A− S log(1− α) . (1)



Previous works have reported RT60 values for specific scenar-
ios (see Table 4). Furthermore, it was found that RT60 is approx-
imately 0.1 s larger for unoccupied rooms compared to occupied
rooms, showing that humans absorb the sound energy, reducing the
reverberation [34, 35]. However, this is practically meaningful only
in crowded scenarios [36], where theRT60 should be computed from
people’s absorption, which mainly depends on the clothes [37].

Table 4. RT60 reported in the literature for different scenarios (un-
occupied rooms).

Scenario RT60(s)
In-car [38] 0.05

Studio booth [39] 0.12
Living room [38, 40, 41] 0.44–0.74

Bedroom [40, 41] 0.39–0.68
Bathroom [40, 41] 0.41–0.75

Corridor [40] 0.60
Kitchen [40, 41] 0.41–0.83
Restaurant [37] 0.5–1.5

Elevator hall [38] 0.75
Building lobby [35] 0.65
Office [35, 38, 39] 0.25–0.43

Meeting room [35, 38, 39, 42] 0.23–0.70
Classroom [43–45] 0.20–1.27

Lecture room [35, 39] 0.64–1.25

Another property of reverberation is the level of reverberant en-
ergy vs. direct sound (or vs. direct sound and early echoes) in the
recorded speech signal. The Direct-to-Reverberant Ratio (DRR) in
decibels (dB) depends on the acoustic features of the room and onD.
For omnidirectional microphones, it is approximately given by [32]

DRR = 10 log10
Sα

16πD2(1− α) . (2)

Fig. 2 shows the relation between the DRR,RT60, andD. The Early
to Late Ratio (ELR), also called clarity index orC50, is an alternative
metric that is widely employed. It is computed as the energy of the
first 50 ms of the RIR divided by the remaining energy [32].

One last property is the level of speech coloration induced by
early echoes. This could be quantified in a similar way by the Direct-
to-Early Ratio (DER), that is the energy of direct sound divided by
the remaining energy in the first 50 ms. Early echoes are a serious
concern in many scenarios, for instance when the microphone and/or
the speaker is close to a table or a window. It is therefore essential
to test algorithms on data with different ELRs and DERs as relevant
for the targeted scenario.

In the remainder of this paper, we will assume for simplicity
that the targeted scenario does not involve significant early echoes.
In that case, the channel effect due to early echoes is limited and
specifying the ELR becomes essentially equivalent to specifying the
DRR.

3.2. Noise level

Classically, the amount of noise in a given scene can be measured
by the Signal-to-Noise Ratio (SNR) computed from the noise and
speech levels (LN , LS). Previous works have studied the noise level
in different scenarios based on the loudness profiles of recordings ex-
pressed in dB [46–48], considering type A frequency weighting [30].
The speech level exhibits variations [49] due to the speaker identity,
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Fig. 2. Relationship of DRR with RT60 and D (fixed room size of
4.45× 3.55× 2.50 m).

the verbal contents, the speech modality (isolated word, short com-
mand, read speech, spontaneous speech, dialogue), and the Lombard
effect.

3.3. Lombard effect

The Lombard effect arises when producing speech in the presence
of noise [50]. The vocal effort, and as a result the speech intensity,
are increased in order to achieve more effective communication. It
also induces other variations such as increasing the pitch, the first
formant, and high-frequency components in general, which is a con-
sequence of the fall of spectral tilt. It also results in time variations,
increasing the duration of vowels and decreasing that of fricatives
and stops, and moves the energy to the medium frequency range in
vowels and to higher frequencies for stops and fricatives. Previous
work has shown that these variations are dependent on noise type
and levels. The intelligibility is increased up to certain noise level
until the speaker starts shouting and the intelligibility abruptly de-
creases. Due to the range of acoustic-phonetic modifications implied
by Lombard speech, automatic speech and speaker recognition per-
formance also decrease unless suitable treatment is applied [51, 52].

Coming back to the impact of Lombard effect on speech inten-
sity, the ISO-9921 standard [53] provides a piecewise affine model
for the range of speech levels LS,A,1m(1) observed at 1 m when
talking to a person at D = 1 m as a function of the noise level LN,A

(see Fig. 3). This model is valid in the case when the propagation of
sound from the speaker’s mouth is not obstructed, and the level and
spectrum of noise are identical at the speaker and the listener. The



latter condition holds for small D. It also often holds for large D,
depending on the position of the speaker relative to the microphone
and the noise sources. Considering these results, the rate of increase
of speech level as a function of the noise level has been quantified by
defining the Lombard slope CLomb. This quantity varies from 0.55
to 0.64 dB/dB for 45 < LN,A < 82 dB in Fig. 3 and it has been
reported to span a larger range from 0.5 to 0.7 dB/dB in [49].

A similar model was proposed for the variation of speech level
as a function of the distanceD to the listener. When talking to a per-
son at a larger (resp. smaller) distance D, the speech level increases
(resp. decreases) by cdist×20 log10(D) in the limit of the maximum
(resp. minimum) physically achievable speech level. Lazarus [49]
reported a value of cdist = 1 dB/dB.
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Fig. 3. Speech level LS,A,1m(1) at 1 m when talking to a person
at D = 1 m vs. noise level LN,A, considering the expected vocal
effort. The speech level values for noise levels below and above 82
dB are taken from [53, Fig. A.1] and [53, Table A.1], respectively.

3.4. Calculation of the SNR

Combining these results, we can compute the range of SNRs for
a given target application as follows. Let LN,A be the A-weighted
noise level taken from, e.g., [46–48]. The typical range ofD depends
on the interface employed in this application, as exemplified in Table
1. For 45 < LN,A < 82 dB, the A-weighted speech level in dB at
1 m when talking to an interface at distance D can be expressed as

LS,A,1m(D) = Lspk +CLomb(LN,A − 45) + cdist × 20 log10(D)
(3)

where Lspk is a speaker-dependent value which varies between 53
and 59 dB according to Fig. 3. Recall that this expression holds only
in the limit of physically achievable speech levels and under certain
conditions explicited in Section 3.3. Denoting by DL(D) the sound
level attenuation as a function of distance defined in [49] as

DL(D) = 20 log10(D), (4)

the speech level at the interface (LS,A,mic) is expressed as

LS,A,mic = LS,A,1m(D)− 20 log10(D). (5)

The A-weighted SNR in dB is then obtained as

SNR = = LS,A,mic − LN,A (6)
= Lspk − CLomb × 45

+ (CLomb − 1)LN,A

+ (cdist − 1)× 20 log10(D). (7)

This means that, in the limit of physically achievable speech levels
and under the above conditions, the SNR at the interface decreases
by 6(CLomb − 1) dB per doubling of noise amplitude and 6(cdist −
1) dB per doubling of distance, respectively. Similar expressions can
be derived for other noise levels, taking the minimum and maximum
physically achievable speech levels into account.

3.5. Validation on the CHiME-3 dataset (real data)

In order to assess how well these equations hold in a practical robust
speech processing application, we measure the speech level and the
noise level on the real data of the 3rd CHiME Speech Separation and
Recognition Challenge (CHiME-3) [9]. This data consists of utter-
ances from the Wall Street Journal (WSJ0) corpus [54] spoken live
by twelve US English talkers in four everyday environments: bus,
café, pedestrian area, and busy street. Recordings are made by a
tablet equipped with an array of six microphones, held at an average
distance of 30 cm from the face, and sampled at 16 kHz. The dataset
involves 4560 real utterances in total: 1600 for training, 1640 for
development, and 1320 for test. The training, development, and test
data were recorded in different instances of each environment (e.g.,
different buses). The start and end time of all utterances are anno-
tated. Besides these noisy data, the CHiME-3 dataset also includes
noiseless WSJ0 utterances recorded by the same talkers in a sound
proof booth using the same recording hardware.

In order to separate each noisy recording into speech and noise
components, speech was captured by a close-talking microphone in
parallel with the array. For each noisy utterance, we estimated the
time-varying relative impulse responses between the close-talking
microphone and the array microphones in the least squares sense. By
convolving the estimated impulse responses with the close-talking
microphone signal, we obtained estimates of the speech signals at the
array microphones. We then derived the noise signals by subtracting
the estimated speech signals from the recorded signals. For a more
detailed explanation of this procedure, see [9].

Fig. 4 shows the A-weighted levels of speech and noise (aver-
aged over time and over all microphones) for all noisy utterances.
The analog-to-digital conversion factor was set such that the average
A-weighted level of speech in the booth recordings is equal to the
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Fig. 4. Measured speech level at the microphones (LS,A,mic) vs.
noise level (LN,A) for the 4560 real noisy utterances of the CHiME-
3 dataset [9]. Sound levels are averaged over all six microphones.
The slope of the linear least squares fit (dashed line) is CLomb =
0.69 dB/dB.



level of normal speech at a distance of 30 cm, namely 71 dB2. The
figure confirms that, for a given noise level, a range of speech levels
are observed. If we concentrate on denser areas and disregard out-
liers, the width of that range appears comparable to that in Fig. 3. A
linear least squares fit indicates that speech level increases with noise
level at an average rate of CLomb = 0.69 dB/dB, which is consistent
with the range of Lombard slopes reported in [49].

4. IMPACT ON DATASET CREATION AND
PERFORMANCE RESULTS

4.1. Tentative dataset creation and characterization procedure

Based on the above results, we propose a tentative procedure for cre-
ating an adequate experimental setup considering the acoustic char-
acteristics of the potential target application scenarios (see Procedure
1). This proposal seeks to guide the process of collecting real data,
or failing that, the generation of simulated data, in order to obtain
realistic types and levels of distortion regarding the application. In
order to help the definition of the distortion type in step 6, Table 3
shows some examples of noise types for different scenarios. How-
ever, only the precise application scenario can actually define the
specific noise types in the scene. Therefore the most rigorous ap-
proach is to acquire real noise samples in the actual scenario.

Procedure 1: Dataset selection for experimental setup

1 Application: Define application of interest
2 Scenario: Define the potential scenarios
3 Interface: Define the recording interface (Table 1)
4 D: Define the speaker distance (Table 1)
5 Location: Identify the scenario location (Table 2)
6 Characterize the distortion type:

a) Reverberation:
if Location = indoor then

Define RT60(s) (Table 4)
DRR(dB): Compute the DRR using (2)

b) Noise:
if You have access to the target scenario then

Measure LN,A and LS,A,mic (dB)
else

Get LN,A (dB) from a dataset [46–48] and predict
LS,A,mic via (5)

7 SNR(dB): Compute the SNR using (6)

Table 5 and Fig. 5 illustrate the use of this procedure for two
different applications. Table 5 describes the experimental setup and
the range of D, RT60, DRR, and SNR for the dataset creation.
These ranges appear to be very different for the two applications.
Fig. 5 shows the values of DRR and SNR as a function of D,
RT60, LN,A and LS,A,1m(1). It is clear that these values can’t be
chosen independently, since they strongly correlate with each other.

4.2. Impact on the CHiME-2 Track 1 dataset (simulated data)

In order to illustrate how this dataset creation procedure may change
the results reported in the literature on simulated data, we consider

2Note that, although this choice affects the absolute speech and noise lev-
els displayed in Fig. 4, it does not affect the measurement of the SNR and the
Lombard constant, which are the actual quantities of interest.

Table 5. Example of application of Procedure 1.
Step Fig. 5a Fig. 5b

Application Access control Voice call
Scenario Office Kitchen

D (cm) (Tab. 1) 30 – 70 5 – 500
Location Indoor Indoor

RT60 (s) (Tab. 4) 0.25 – 0.43 0.41 – 0.83
DRR (dB) -2 – 9 -22 – 22

LN,A (dB) [48] 40 – 60 60 – 90
LS,A,1m(1) (dB) (Fig. 3) 52 – 69 61 – 83
Cdist (dB/dB) [49] 1 1

SNR (dB) 1.3 – 27.5 -30.6 – 23.0

Fig. 5. Computed SNR vs. DRR in the two scenarios of Table 5 as
a function of D. Dots correspond to 30, 40, 50, 60, 70 cm (Office)
and 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500 cm
(Kitchen). Short distances are on the top right, large distances on
the bottom left.

the task of robust ASR on Track 1 of the 2nd CHiME Speech Sepa-
ration and Recognition Challenge (CHiME-3) [28]. The considered
scenario is that of a speaker uttering short commands recorded by a
distant pair of microphones in a domestic environment.

Clean speech signals from 34 speakers are taken from the Grid
corpus [55]. They are 6-word sequences of the form<command:4>
<color:4><prepos.:4><letter:25><digit:10><adverb:4>, with
the numbers in brackets indicating the number of choices per word.
The task is to recognize the letter and digit tokens. Success is mea-
sured by the keyword recognition rate, that is the percentage of cor-



Table 6. Noise level (LN,A), speech level at the microphone (LS,A,mic), SNR, and keyword recognition accuracy on Track 1 of the CHiME-2
dataset [28] with/without taking the Lombard effect into account in the data simulation. The subset names are those used to refer to the
various noise levels in the original dataset and they do not reflect the actual SNR after taking the Lombard effect into account.

Dev Test
Subset name -6dB -3dB 0dB 3dB 6dB 9dB -6dB -3dB 0dB 3dB 6dB 9dB
LN,A (dB) 61.8 58.1 55.1 51.7 48.5 45.3 61.4 57.8 54.8 51.5 48.3 45.0

Without LS,A,mic (dB) 55.0 55.0
Lombard SNR (dB) -5.8 -2.8 0.1 3.2 6.2 9.2 -5.5 -2.6 0.4 3.4 6.5 9.5

effect [28] Key. acc. (%) 49.67 57.92 67.83 73.67 80.75 82.67 49.33 58.67 67.50 75.08 78.83 82.92
With LS,A,mic (dB) 66.1 63.7 61.8 60.1 58.3 56.7 65.6 63.6 61.7 59.8 58.0 56.3

Lombard SNR (dB) 5.4 5.9 7.0 8.2 9.5 11.0 5.2 6.1 7.2 8.3 9.6 10.9
effect Key. acc. (%) 80.67 81.25 82.58 83.83 85.83 86.00 81.75 83.50 85.33 85.83 87.92 87.00

rectly recognized tokens. The clean speech signals are convolved
with binaural room impulse responses (BRIRs) and mixed with real
noise backgrounds recorded using two ear microphones built into a
dummy head placed at a fixed position in a living room. About 14 h
of noise backgrounds (including concurrent speakers, TV, game con-
sole, footsteps, distant noises. . . ) were collected over a period of
several days. The BRIRs were measured for various positions cov-
ering an area of 20 cm side centered on the position 2 m directly in
front of the microphone pair, in order to simulate small movements
of the speaker. The dataset is organized into 6 subsets corresponding
to different ranges of noise levels. For simplicitly, each subset was
named according to the corresponding range of SNRs, that is roughly
centered around -6, -3, 0, 3, 6, or 9 dB, respectively. For each of the
6 subsets, 600 noisy development utterances and 600 noisy test ut-
terances sampled at 16 kHz are provided. The same clean speech
signals are used for all SNRs but the development and test utter-
ances are different. A separate training set of 500 utterances is also
provided for each of the 34 Grid talkers. Each training utterance is
mixed at a random SNR among the 6 ranges above.

In the original dataset, the speech signals were rescaled so that
their level was fixed (utterance-independent) and matched that of a
human speaker at a natural conversational level3. For each utter-
ance, the background recordings were scanned until a time interval
resulting in the desired SNR range was found. It was observed that
the backgrounds at 9 dB are dominated by quasi-stationary ambient
sources, while those at -6 dB typically involve nonstationary, sudden
sound events. As acknowledged by the authors, this mixing proce-
dure was ecologically more valid than mixing any kind of noise at
any SNR, but it did not account for the Lombard effect.

In the following, we modified the dataset by taking the Lombard
effect into account. For each utterance, we measured the A-weighted
level of the noise signal (averaged over time and over the two micro-
phones), derived the minimum and maximum A-weighted speech
levels according to (5) (generalized to noise levels below 45 dB as in
Fig. 3), rescaled the speech signal after convolution with the BRIR
to a random value within that range, and mixed it with the noise
signal. We set the analog-to-digital conversion factor such that the
average A-weighted level of speech after convolution is equal to that
of normal speech at a distance of 2 m, namely 55 dB. Note that only
the speech level has changed compared to the original dataset: the
clean speech signal, the BRIR, the noise signal and the noise level
corresponding to each utterance of each subset are unchanged.

We performed ASR on the new dataset using the baseline system

3This level was fixed by recording utterances from a real talker in quiet
conditions in the same environment. These utterances are not distributed as
part of the publicly available dataset.

based on HTK [56] made available by the challenge organizers. The
features are standard 39-dimensional Mel-frequency cepstral coeffi-
cient (MFCC) vectors (including delta and acceleration coefficients)
with cepstral mean normalization. Each of the 51 words in the Grid
vocabulary is modeled with a speaker-dependent left-to-right hid-
den Markov model with Gaussian mixture model densities (GMM-
HMM) trained on the noisy training set. The language model is fixed
according to the Grid syntax. For more details, see [28].

The results are shown in Table 6. Besides the resulting keyword
accuracy, we also display the noise level, the speech level, and the
SNR4 for each of the 6 subsets of the original and modified develop-
ment and test sets. The results suggest that the Lombard effect has
a major impact on ASR performance. By taking it into account in
the data simulation instead of assuming a fixed speech level, the SNR
and the keyword accuracy in the most noisy test subset increase from
-6 dB and 49% accuracy to 5 dB and 82% accuracy, respectively. The
SNR and the performance on the less noisy subset also increase to a
lesser extent. Overall, the keyword accuracy still increases with the
SNR but the absolute accuracy and the rate of increase are quite dif-
ferent. Note that, besides the increase in speech level, other aspects
of the Lombard effect are still not taken into account here however
their impact on ASR performance is much smaller given suitable
feature normalization [51].

5. CONCLUSIONS AND FUTURE WORK

We studied speech distortion conditions in real scenarios for speech
processing applications. Information about the acoustic character-
istics of different scenarios is quite sparse in the literature. This
work attempts to encourage the research community to contribute
with their experience to standardizing the dataset process selection,
such that the practical value of scientific results is increased. Starting
from the identification of the main problems with simulated or real
data used for experiments, followed by a summary of the important
characteristics of real scenarios to be taken into account, including
the properties of reverberation, noise and Lombard effect, we pro-
posed a tentative procedure for quantifying the acoustic properties
of each application scenario. This procedure is complementary to
the collection of real data. It is useful both for guiding the creation
of new real or simulated datasets and for critically analyzing the re-
sults reported on existing datasets. We illustrate on a robust ASR
task that speech processing performance can drastically chance de-
pending how these characteristics are taken into account in the data.

4Following the convention in [28], the SNR is computed from high-pass
filtered versions of the signals with a cutoff frequency of 80 Hz. It is therefore
different from the difference between the A-weighed speech and noise levels.
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