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Abstract

Light field imaging offers powerful new capabilities through sophisticated digital processing techniques that are tightly merged with unconventional optical designs. This combination of imaging technology and computation encompasses a fundamentally different view on the optical properties of imaging systems and poses new challenges in the traditional signal and image processing domains. In this article, we aim at providing a comprehensive review of the considerations involved and the difficulties encountered in working with light field data.

I. INTRODUCTION

As we are approaching the 25th anniversary of digital light field imaging [1], [2], [3] and the technology is entering the industrial and consumer markets, it is time to reflect on the developments and trends of what has become a vibrant inter-disciplinary field that is joining optical imaging, image processing, computer vision, and computer graphics.

The key enabling insight of light field imaging is that a re-interpretation of the classic photographic imaging procedure that is separating the process of imaging a scene, i.e. scene capture, from the actual realization of an image, i.e. image synthesis, offers a new flexibility in terms of post-processing. The underlying idea is that a digital capture process enables intermediate processing far beyond simple image processing. In fact, our modern cameras are powerful computers that enable the execution of sophisticated algorithms in order to produce high-quality 2D images.

Light field imaging is, however, moving beyond that level by purposefully modifying classical optical designs such as to enable the capture of high-dimensional data-sets that contain rich scene information. The 2D images that are presented to the human observer are processed versions of the higher-dimensional data that the sensor has acquired and that only the computer sees in its raw form. This partial replacement of physics by computation enables the post-capture modification of images on a previously unimaginable scale. Most of us will have seen the amazing features that light field cameras offer: post-capture re-focus, change of view point, 3D data extraction, change of focal length, focusing through occluders, increasing the visibility in bad weather conditions, improving the robustness of robot navigation, to name just a few.

In optical design terms, light field imaging presents an (as of yet unfinished) revolution: Since Gauss’ days, optical designers have been thinking in terms of two conjugate planes, the task of the designer being to optimize a lens system such as to gather the light originating at a point at the object plane and to converge it as well as possible to a point in the image plane. The larger the bundle of rays that can be converged accurately, the more light efficient the capture process becomes and the higher the achievable optical resolution. The requirement of light-efficient capture introduces focus into the captured images, i.e. only objects within the focal plane appear sharp. Light field imaging does away with most of these concepts, purposefully imaging out-of-focus regions and inherently aiming at capturing the full 3D content of a scene.

In terms of signal processing, we encounter a high-dimensional sampling problem with non-uniform and non-linear sample spacing and high-dimensional spatio-directionally varying observation/sampling kernels. The light field data, however, has particular structures, which can be exploited for analysis and reconstruction. This structure is caused by the fact that scene geometry and reflectance are linking the information contained in different samples. It also distinguishes the reconstruction problem from a classical signal processing task.

On the software side, we witness the convergence of ideas from image processing, computer vision and computer graphics. In particular, the classical pre-processing tasks of demosaicking, vignetting compensation, undistortion, and color enhancement are all affected by sampling in four dimensions rather than in two. In addition, image analysis by means of computer vision techniques becomes an integral part of the imaging
process. Depth extraction and super-resolution techniques enhance the data and mitigate the inherent resolution
trade-off that is introduced by sampling two additional dimensions. A careful system calibration is necessary
for good performance. Computer graphics ideas, finally, are needed to synthesize the images that are ultimately
presented to the user.

This article aims at presenting a review of the principles of light field imaging and the associated processing
concepts, while simultaneously illuminating the remaining challenges. The presentation roughly follows the
acquisition and processing chain from optical acquisition principles to the final rendered output image. The
focus is on single camera snapshot technologies that are currently seeing a significant commercial interest.

II. BACKGROUND

The current section provides the necessary background for the remainder of the article, following closely
the original development in [2]. An extended discussion at an introductory level can, e.g. be found in [4]. A
wider perspective on computational cameras is given in [5], [6].

A. Plenoptic Function.

The theoretical background for light field imaging is the plenoptic function [7], which is a ray-optical concept
assigning a radiance value to rays propagating within a physical space. It considers the usual three-dimensional
space to be penetrated by light that propagates in all directions. The light can be blocked, attenuated or scattered
while doing so.

However, instead of modeling this complexity like e.g. computer graphics is doing, the plenoptic function is
an unphysical, model-less, purely phenomenological description of the light distribution in the space. In order
to accommodate for all the possible variations of light without referring to an underlying model, it adopts a
high-dimensional description: arbitrary radiance values can be assigned at every position of space, for every
possible propagation direction, for every wavelength, and for every point in time. This is usually denoted as
\( l_\lambda(x, y, z, \theta, \phi, \lambda, t) \), where \( l_\lambda[W/m^2/sr/nm/s] \) denotes spectral radiance per unit time, \( (x, y, z) \) is a spatial
position, \( (\theta, \phi) \) an incident direction, \( \lambda \) the wavelength of light, and \( t \) a temporal instance.

The plenoptic function is mostly of a conceptual interest. From a physical perspective, the function cannot
be an arbitrary 7-dimensional function since, e.g. radiant flux is delivered in quantized units, i.e. photons.
Therefore, a time-average must be assumed. Similarly, it is not possible to measure infinitely thin pencils
of rays, i.e. perfect directions, or even very detailed spatial light distributions without encountering wave
effects. We may therefore assume that the measurable function is band-limited and that we are restricted to
macroscopic settings where the structures of interest are significantly larger than the wavelength of light.

B. Light Fields.

Light fields derive from the plenoptic function by introducing additional constraints.

i They are considered to be static even though video light fields have been explored [8] and are becoming
increasingly feasible. An integration over the exposure period removes the temporal dimension of the
plenoptic function.

ii They are typically considered as being monochromatic, even though the same reasoning is applied to the
color channels independently. An integration over the spectral sensitivity of the camera pixels removes the
spectral dimension of the plenoptic function.

iii Most importantly, the so called free-space assumption introduces a correlation between spatial positions:
Rays are assumed to propagate through a vacuum without objects except for those contained in an “inside”
region of the space that is often called a scene. Without a medium and without occluding objects, the
radiance is constant along the rays in the “outside” region. This removes one additional dimension from
the plenoptic function [2].

A light field is therefore a four-dimensional function. We may assume the presence of a boundary surface \( \mathcal{S} \)
that is separating the space into the “inside” part, i.e. the space region containing the scene of interest, and
the “outside” part where the acquisition apparatus is located. The outside is assumed to be empty space. Then
the light field is a scalar valued function on \( \mathcal{S} \times S_+^2 \), where \( S_+^2 \) is the hemisphere of directions towards the
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Fig. 1. Light field definition. (left) The “inside” region contains the scene of interest, the “outside” region is empty space and does not affect light propagation. The light field is a function assigning a radiance value to each of the rays exiting through the boundary surface $\mathcal{S}$. (right) A phase space illustration of the colored rays. A point in phase space determines a set of ray parameters $(u, s)$ and therefore corresponds to a ray. The phase space is associated with the plane $p$. Since the 4 rays indicated in the left sub-figure converge to a point, the corresponding phase space points lie on a line.

outside. This definition of a light field is also known as a “surface light field” [9] if the surface $\mathcal{S}$ agrees with some object geometry. In this case, the directional component of the function describes the object reflectance convolved with the incident illumination.

Commonly, the additional assumption is made that the surface $\mathcal{S}$ is convex, e.g. by taking the convex hull of the scene. In this case, the rays can be propagated to other surfaces in the “outside” region without loss of information. Typically, a plane $p$ is used as the domain of (parts of) the light field function. The most popular parameterization of the spatial and directional dimensions of the light field is the “two-plane parameterization”. It is obtained by propagating a ray from surface $\mathcal{S}$ to the light field plane $p$, see Fig. 1. The parameterization then consists of the intersection position $(u, v)$ of the ray with the light field plane $p$ and its intersection with an additional parallel plane at a unit distance $(\hat{u}, \hat{v})$. The second intersection is usually parameterized as a difference with respect to the $(u, v)$ position and called $(s = \hat{u} - u, t = \hat{v} - v)$. This second set of coordinates measures the direction of the ray.

Fig. 1, as all of the following figures, only shows one spatial dimension $u$ and one directional dimension $s$.

C. Phase Space.

The coordinates obtained this way can be considered as an abstract space, the so-called “ray phase space”, or simply phase space. A point $(u, v, s, t)$ in this space corresponds to a ray in the physical space. It is important to remember that the phase space is always linked to a particular light field plane $p$. Changing the plane, in general, changes the phase space configuration, which means that a fixed ray will be associated with a different phase space point.

The phase space is interesting for several reasons. First, it allows us to think more abstractly about the light field. Second, a reduction to two dimensions $(u, s)$ is easily illustrated and generalizes well to the full four-dimensional setting. Third, finite regions of the ray space, in contrast to infinitesimal points, describe ray bundles. The phase space is therefore a useful tool to visualize ray bundles. Finally, there is a whole literature on phase space optics, see e.g. [10] with available extensions to wave optics. The phase space is also a useful tool for comparing different camera designs [11].

The light field can now be thought of as a radiance-valued function defined in phase space, i.e. $l(u, v, s, t)$,
meaning that each ray, parameterized by \((u, v, s, t)\) is assigned a radiance value \(l\). The task of an acquisition system is to sample and reconstruct this function.

D. Light Field Sampling.

The simplest way of sampling the light field function is by placing a pinhole aperture into the light field plane \(p\). If the pinhole was infinitesimal, ray optics was a decent model of reality, and light considerations were negligible, we would observe one column of the light field function at a plane a unit distance from the light field plane \(p\). In the following we will refer to that plane as the sensor plane \(q\). Associating a directional sample spacing of \(\Delta s\), and shifting the pinhole by amounts of \(\Delta u\), enables a sampling of the function, Fig. 2.

A slightly more realistic model is that the directional variation \(s\) is acquired by finite-sized pixels with a width equivalent to the directional sample spacing \(\Delta s\). This introduces a directional sampling kernel, which in phase space can be interpreted as a vertical segment, Fig. 2 (top). Of course, the pinhole has a finite dimension \(\Delta u\), too. The pinhole/pixel combination therefore passes a bundle of rays as indicated in Fig. 2 (bottom left). The phase space representation of the ray bundle passing this pinhole/pixel pair is a sheared rectangle as shown in Fig. 2 (bottom right). It should be noted that the pinhole size and the pinhole sample spacing, as well as the pixel size and the pixel spacing, may not be correlated in real applications, with the corresponding implications for aliasing or over-sampling, Sect. V.

Going back to the physical meaning of these phase space regions, respective ray bundles, we can conclude that each pinhole/pixel combination yields a single measurement, i.e. a single sample of the light field function through integration by the pixel. The phase space region therefore represents the spatio-directional sampling kernel introduced by the finite size of the pixel and the pinhole, respectively, while the center ray/phase space point indicates the associated sampling position.

A key optical concept, the optical invariant states that an ideal optical system does not change the volume of such a phase space region, also known as \(\text{étendue}\). As an example, free-space transport, as a particularly simple propagation maintains phase space volume. It is described by a shear in the horizontal direction of the phase space. Free-space transport to a different plane is a necessary ingredient for computing refocused 2D images from the light field.

E. Light Field Sampling with Camera Arrays / Moving Cameras

Obviously, pinhole images are of a low quality due to blurring by the finite pinhole area, or, depending on its size, diffraction effects, and due to the low light through-put. Introducing a lens in the light field plane \(p\) improves the situation. This measure has the side effect of moving the apparent position of the sensor plane \(q\) in front of the light field plane \(p\) if the sensor is positioned at a farther distance than the focal length of the lens, see Fig. 3. The ray bundles that are being integrated by a single pixel can still be described by a two-aperture model as before; however, at this point the model must be considered virtual. This implies that it may intersect scene objects. It is understood that the virtual aperture does not affect the scene object in any way. The key point is that the refracted rays in the image space of the lens can be ignored as a means of simplifying the description. Only the ray bundles in the world space that are being integrated by the pixel are considered.

With this change, the sampling of the light field remains the same as before: Instead of moving a pinhole, a moving standard 2D camera performs the sampling task. Only the parameterization of the directional component \(s\) needs to be adapted to the camera’s intrinsic parameters. This is how pioneering work was performed [2], [3]. Of course, this acquisition scheme can be implemented in a hardware-parallel fashion by means of camera arrays [8], [12].

Given a sampled light field \(l(u, v, s, t)\), and assuming full information to be available, the slices \(I(s, t) = l(u = \text{const.}, v = \text{const.}, s, t)\) as well as \(I(u, v) = l(u, v, s = \text{const.}, t = \text{const.})\) correspond to views into the scene. The function \(I(s, t)\) corresponds to a perspective view, whereas \(I(u, v)\) corresponds to an orthogonal view of the “inside” space. These views are often referred to as light field subviews.
Fig. 2. Finite sampling of a light field with real hardware. (Top) Assuming a sensor placed at the dashed plane and an infinitesimal pinhole results in a discretization and averaging of only the directional light component. In phase space, this constitutes a row of vertical segments. (Bottom) A more realistic scenario uses a finite-sized pinhole, resulting in ray bundles that are being integrated by the pixels of the sensor. Pixels and pinholes, in conjunction, define a two-aperture model. In phase space, the ray bundle passed by two apertures is represented by a rhomb.
III. OPTICS FOR LIGHT FIELD CAMERAS

While camera arrays can be miniaturized as demonstrated by Pelican Imaging Corp. [12], and differently configured camera modules may be merged as proposed by LightCo. Inc. [13], there are currently no products for end-users and building and maintaining custom camera arrays is costly and cumbersome.

In contrast, the current generation of commercial light field cameras by Lytro Inc. [14] and Raytrix GmbH [15] has been built around in-camera light field imaging, i.e. light field imaging through a main lens. In addition, there are attempts at building light field lens converters [16] or using mask-based imaging systems [17] that can turn standard SLR cameras into light field devices. All devices for in-camera light field imaging aim at sampling a light field plane $p$ inside the camera housing.

To understand the properties of the in-camera light field and their relation to the world space, the previous discussion of general light field imaging will now be extended to the in-camera space.

A. In-Camera Light Fields.

In this setting, the light field is transformed from world space into the image space of a main lens, where it is being acquired by means of miniature versions of the camera arrays outlined above that are most often practically implemented using micro-optics mounted on a single sensor. The commercial implementations involve microlenses mounted in different configurations in front of a standard 2D sensor. Each microlens with its underlying group of pixels forms an in-camera $(u, v, s, t)$ sampling scheme just as described in Sect. II. We may also think about them as tiny cameras with very few pixels that are observing the in-camera light field. The image of a single microlens on the sensor is often referred to as a micro-image.
Fig. 4. The main lens is imaging its object space (right) into its image space (left), distorting it in the process. The world space light field is therefore distorted into an in-camera light field. The distortion is a perspective projection with its center at the center of the image space principal plane of the main lens. A micro-optics implementation of a camera array is observing the distorted in-camera light field. An equivalent camera array in world coordinates can be found by mapping the light field plane $p$ and the virtual sensor plane $q'$ to the world space.

Unfortunately, the in-camera light field is a distorted version of the world coordinate light field due to refraction by the main lens. Here, we encounter a classical misconception: Mapping the world space into the image space of the main lens, even by means of a simple thin-lens transformation, does not result in a uniformly scaled version of the world space. Instead, the in-camera light field is a projectively distorted version of the world space light field, see Fig. 4. The underlying reason is the depth-dependent magnification of optical systems.

There are different ways to describe this distortion, e.g. in terms of phase space coordinates as suggested by Dansereau et al. [18] which corresponds to a ray-remapping scheme, or by appropriate projection matrices. The projection matrices commonly used in computer vision to model camera intrinsics and extrinsics are not directly usable since they model a projection onto the image plane of a 2D camera. It is, however, important that 3D information is preserved. The closest model are the OpenGL projection matrices used in computer graphics that transform a Euclidean world space into a space of so-called Normalized Device Coordinates. This space is also a 3D space, but a perspective distorted one.

B. Interpreting In-Camera Light Field Imaging in World Space.

Thinking about how a miniature camera array is imaging the distorted in-camera light field is a bit difficult. It is, however, possible to apply the inverse perspective transformation to the light field plane and the virtual
sensor plane, i.e. to the two aperture planes that are characterizing a light field sampling device, to obtain a world space description in terms of an equivalent camera array.

The detailed position of these two planes depends on the configuration of the light field camera. There are essentially two choices:

a) an _afocal_ configuration of the lenslets [19], and

b) a _focussed_ configuration of the lenslets [20], [15].

For option a), the sensor plane is positioned exactly at the focal distance of the microlens array. In option b) there are the two possibilities of creating real or virtual imaging configurations of the micro-cameras by putting the sensor plane farther or closer than the microlens focal length, respectively. This choice has the effect of placing the in-camera virtual sensor plane at different positions, namely at infinity for option a), or in the front or in the back of the microlens plane for option b).

In practice, option a) can only be approximately achieved. First, it is difficult to mechanically set the sensor at the right distance from the microlens array. Second, since a microlens is often a one lens system, its focal length is strongly dependent on the wavelength of the light. The configuration may be set for green light but the red and blue wavelengths are then focused at different distances. The finite pitch of the pixels, however, makes the system tolerant to these issues.

In microlens based light field imaging, the microlens plane takes the role of the in-camera light field plane $p$. The virtual sensor plane, i.e. the sensor plane transformed by the microlens array takes the role of the second aperture as in Fig. 3.

The inverse action of the main lens is then to map these two planes into world space. In conjunction, they define the properties of the light field sub-views such as focal plane, depth-of-field, viewing direction and angle, field-of-view, and, through these parameters, the sampling pattern for the world-space light field. Optically refocusing the main lens, i.e. changing its position with respect to the microlens array, affects most of these properties. The precise knowledge of the optical configuration is therefore necessary for advanced image processing tasks such as super-resolution and corresponding calibration schemes have been developed, Sect. IV.

C. Optical Considerations for the Main Lens

The main optical considerations are concerning the (image-side) f-number of the main lens and the (object-side) f-number of the microlenses respectively. The f-number of an imaging system is the ratio of its focal length and the diameter of its entrance pupil. It describes the solid angle of light rays that are passed by an optical system. The f-number is an inverse measure, i.e. larger f-numbers correspond to smaller solid angles. For in-camera light field systems, the f-number of the main lens must always be larger than that of the microlenses in order to ensure that light is not leaking into a neighboring micro-camera. At the same time, for a good directional sampling, the f-number should be as small as possible. Ideally, the main lens f-number would remain constant throughout all operation conditions. This requirement puts additional constraints, especially on zoom-systems [21].

The discussion so far has involved ideal first-order optics. In reality, optical systems exhibit aberrations, i.e. deviations from perfect behavior. Initial investigations [22] have shown that the phase space sampling patterns are deformed by the main lens aberrations. In addition to the classical distinction between geometric and blurring aberrations, an interpretation of the phase space distortions yields that directional shifts, i.e. a directional variant of the geometric distortions, and directional blur, i.e. a mixture of sub-view information are introduced by aberrated main lenses. The effects of microlens aberrations are relatively minor and only concern the exact shape of the sampling kernel.

An example of the distortions introduced by an aberrated main lens, as opposed to an ideal thin lens, are illustrated in Fig. 5. The horizontal shifts in the sampling patterns correspond to geometric distortion, typically treated by radial distortion models [18], [23]. The (slight) vertical shifts correspond to a directional deformation of the light field subviews.

A known shifting pattern can be used to digitally compensate main lens aberrations [22], or to even exploit the effect for improving light field sampling schemes [24], see also Sect. V.
While a satisfactory treatment of first-order light field imaging can be achieved by trigonometric reasoning or updated matrix optics techniques, a complete theory of light field aberrations is missing at the time of writing.

IV. CALIBRATION AND PREPROCESSING

Preprocessing and calibration are tightly interlinked topics for light field imaging. As outlined in the previous section, many parameters of a light field camera change when the focus of the main lens is changed. This not only concerns the geometric characteristics of the views, but also their radiometric properties. The preprocessing of light field images needs to be adapted to account for these changes. In addition, different hardware architectures require adapted pre-processing procedures. We will therefore cover the steps only in an exemplary manner. The underlying issues, however, affect all types of in-camera light field systems. Our example uses a Lytro camera, which is an afocal lenslet-based light field imaging system.

A. Color Demosaicking

Using a standard Bayer color filter array to enable colored light field imaging appears to be a straight-forward choice. However, as shown in Fig. 6 (right) for the case of an afocal light field camera, each micro-image encodes the $(s, t)$ dimensions of the light field. Different color channels therefore correspond to different $(s, t)$ sampling patterns. The final image quality can be improved when taking this fact into account [25].

B. Vignetting

The intensity fall-off towards the sides of the micro-images, also known as vignetting, changes with the optical settings of the main lens. Commercial cameras therefore store significant amounts of calibration information in the internal camera memory. As an example, the combined vignetting of main lens and microlenses changes across the field of view and with focus and zoom settings of the main lens. Therefore, white images have to be taken for a sufficiently dense set of parameter settings. The closest white image to the parameters of a user shot are then used for compensation. In a lab setting, it is advisable to take one’s own white images prior to data acquisition.
C. Calibration

In order to properly decode the four light field dimensions from the 2D sensor image, it is necessary to carefully calibrate the \((u, v, s, t)\) coordinates of every pixel that has been recorded by the sensor. With current lenslet-based architectures, to first order, this amounts to determining the center positions of the lenslets, and the layout of the lenslet grid, Fig 6 (right). More accurately, the position of the central view is given by the sensor intersection of chief rays passing through the main lens and each one of the lenslets. In addition, microlens aberrations and angularly variable pixel responses can shift this position [26]. In general, the responses are also wavelength dependent.

The lenslet grid is typically chosen to be hexagonal in order to increase the sensor coverage. The spherical shape of the micro-images and their radius are determined by the vignetting of the main lens which is due to its aperture size and shape. The tight packing of the micro-images is achieved by f-number matching as discussed in Sect. III. It should also be noted that manufacturing a homogeneous lenslet array is difficult and some variation may be expected. Further, the mounting of the lenslet array directly on the sensor may induce a variable distance between the sensor and the lenslets.

The calibration described above usually pertains to the in-camera light-field coordinates. When assuming thin-lens optics for the main lens, these correspond to a linear transformation of the light field coordinates in object space. Calibration approaches to determine this mapping are described by Dansereau et al. [18] for afocal light field cameras. The techniques, as well as the pre-processing steps described above, are implemented in his MATLAB Light Field Toolbox. Bok et al [27], present an alternative to perform a similar calibration, by directly detecting line features of a calibration target from the raw light field images. Johannsen et al. [23] describe the calibration scheme for focussed light field cameras. The handling of the effects of optical aberrations by the main lens is usually performed using classical radial distortion models from the computer vision literature. While these measures improve the accuracy, they are not completely satisfactory since the light field subviews suffer from non-radial distortions, see Fig. 5 (right). Lytro is providing access to calibration information including aberration modeling through its SDK. Alternatively, model-less per-ray calibrations [28] using structured light measurements have shown promising performance improvements. However, the need for a principled distortion model remains.

Once a per-pixel calibration is known, the suitably pre-processed radiance values of the light field function can be assigned to a sample position in phase space. In principle, reconstructing the full light field function amounts to a signal processing task: given a set of irregular samples in phase space, reconstruct the light field function on that space. In practice, additional constraints apply and are used to e.g. achieve super-resolution or to extract depth. A prerequisite for super-resolution is a known shape of the phase space sampling kernels,
Fig. 7. Light field subview and epipolar plane image (EPI) corresponding to the green line in the subview. The images represent different slices of the four-dimensional light field function $l(u, v, s, t)$. Note the linear structures of constant color in the EPI. These structures correspond to surface points. Their slope is related to the depth of the scene point.

also known as ray-spread functions. Calibration schemes for these still have to be developed.

V. COMPUTATIONAL PROCESSING

The reconstruction of the four-dimensional light field function from its samples can be achieved by standard interpolation schemes [2], [29]. However, the light field function possesses additional structure. It is not an arbitrary four-dimensional function, but its structure is determined by the geometry and radiometry of the scene.

As an example, if the sampled part of the light field plane $p_w$ is small with respect to the distance to an object point within the “inside” region, then the solid angle of the system aperture with respect to the surface point is small. If the surface is roughly Lambertian, the reflectance does not vary significantly within this solid angle and can be assumed constant. This restriction often applies in practice and the “mixed” positional-directional slices of the light field function, e.g. $l(u, v = \text{const.}, s, t = \text{const.})$, show a clear linear structure, see Fig. 7. These images are also known as epipolar plane images or EPIs with reference to the epipolar lines of multiple view computer vision. In case of non-Lambertian surfaces, the linear structures carry reflectance information that is convolved with the illumination.
Assuming the constancy of the light field function along these linear structures to be a valid approximation, and considering the four-dimensional case instead of our two-dimensional illustrations, i.e. planar structures instead of linear ones corresponding to geometric scene points, we see that the intrinsic dimensionality of the light field is only 2D in the Lambertian case. In practice it is necessary to have a knowledge of scene depth to exploit this fact. On the other side, the constraint serves as a basis for depth estimation. This observation is the basis for merging the steps of reconstructing the light field function (signal processing), depth reconstruction (computer vision), and super-resolution (image processing). More general constraints are known. As an example, Levin et al. [30] proposed a 3D constraint in the Fourier domain that works without depth estimation.

Intuitively, the linear structure implies that the surface point corresponding to a sloped line can be brought into focus, which in phase space is a shear in the horizontal direction, see also Fig. 1. Focus is achieved when the sloped line becomes vertical. In this case, there is only angular information from the surface point, which implies that its reflectance (convolved with the incident illumination) is being acquired. The amount of shear that is necessary to achieve this focusing is indicative of the depth of the scene point with respect to the light field plane $p_w$. The slope of the linear structures is therefore an indicator for depth.

### A. Depth Estimation

In light of the above discussion, depth estimation is a first step towards super-resolution. It amounts to associating a slope with every phase space sample [11]. There are several ways to estimate depth in light fields. The standard way is to extract light field subviews and to perform some form of multi-view stereo estimation. Popular techniques such as variational methods [31], [16] or graph-cut techniques have been explored [32]. The literature on the topic is too large to review here and we recommend to consult the references provided here for further discussions.

The main difference between multi-view stereo on images from regular multi-camera arrays and for light field cameras are the sampling patterns in phase space. Whereas the sample positions and sampling kernels of multi-camera arrays are typically sparse in phase space, for light field cameras, the respective sampling patterns and kernels usually tile it. We therefore have a difference in the aliasing properties of these systems. Aliased acquisition implies the necessity for solving the matching or correspondence problem of computer vision, a notoriously hard problem. In addition, the phase space slope vectors are only estimated indirectly through (possibly inconsistent) disparity assignments in each of the subviews.

The dense sampling patterns of light field cameras allow for alternative treatments. As an example, recent work has explored the possibility of directly estimating the linear structures in the EPI images [33] based on structure tensor estimation. This technique is directly assigning the slope vectors to each point in the phase space. However, it does not model occlusion boundaries, i.e. T-junctions in the phase space and therefore does not perform well at object boundaries. Recent work is addressing this issue through estimating aperture splits [34] or exploiting symmetries in focal stack data corresponding to the light field [35].

### B. Super-Resolution

The knowledge of the slope function can be used to compute super-resolved light fields [36], [33] by filling the phase space with lines that have the slope and the radiance associated to a phase space sample, see Fig. 8. If the samples are jittered along the slope of the line, a geometric type of super-resolution results. This effect is used in computer graphics rendering to inexpensively predict samples for high-dimensional integration as for rendering depth-of-field effects [36]. As the samples are perfectly Dirac, and the exact depth is a byproduct of the rendering pipeline, this fact is relatively simple to exploit as compared to the corresponding tasks in light field imaging.

In working with real data, the depth needs to be estimated as described above. Since the samples are affected by the sampling kernel, i.e. the phase space regions associated with a sample, true super-resolution needs the additional step of deconvolving the resulting function [37]. For microscopic light field applications, a wave optics perspective is necessary [38], [39] and the deconvolution consequently includes wave effects.
Fig. 8. Depth estimation and super-resolution: (left) Assigning a depth value to phase space samples in all sub-views assigns a slope field to the light field. This can, e.g., be achieved by matching samples between subviews as in stereo or multi-view stereo matching. (right) Propagating the radiance values of the samples along the slope field generates a super-resolved light field and therefore super-resolved subviews. Since the samples represent a convolution with the sampling kernel, a deconvolution step following the line propagation improves the result. The line propagation needs to consider occlusion (T-junctions).

C. A Note on Aliasing

A common statement in the literature is that an aliased acquisition is required for super-resolution [37]. In light of the above discussion, we may make this statement more precise by stating that a) a Lambertian scene model is implied for geometric super-resolution, b) the samples should be jittered along the slope corresponding to a scene point’s depth, and c) smaller phase space kernels associated with the samples will be beneficial as long as there is still overlap between them when propagated along the lines to construct the super-resolved sub-view. In conclusion, light field cameras may be more suitable to implement super-resolution schemes than multi-camera arrays due to their denser sampling of the phase space.

VI. IMAGE SYNTHESIS

Once the light field function is reconstructed, novel 2D views can be synthesized from the data. The simplest visualization is to extract the light field subviews, i.e. images of constant \((u,v)\) or \((s,t)\) coordinates depending on the sampling pattern of the specific hardware implementation. It should be noted that both choices, in general yield perspective views. This is because in-camera orthographic views (as synthesized by fixing the \((s,t)\) coordinates) map to a world space center of projection in the focal plane of the main lens. The subviews correspond to the geometry of the world space light field plane \(p_w\) and the world space virtual sensor plane \(q'_w\) and therefore show a parallax between views. Interpolated subview synthesis has been shown to benefit from depth information [40]: available depth information, even if coarse, enables aliasing-free view synthesis with less subviews.

The goal of light field image synthesis, however, is the creation of images that appear as if they were taken by a lens system that was not physically in place, see Fig. 9. The example most commonly shown is synthetic refocusing [29]. The technique, in its basic form, consists in performing a free-space transport of the world space light field plane to the desired focus plane. After performing this operation, an integral over the directional axis of the light field, i.e. along the vertical dimension in our phase space diagrams, yields a 2D view that is focused at the selected plane. Choosing only a sub-range of the angular domain lets the user select an arbitrary aperture setting, down to the physical depth-of-field present in the light field subviews.
that is determined by the sizes of the two (virtual) apertures that are involved in the image formation. If spatio-directional super-resolution techniques, as in Sect. V, are employed, this limit may be surpassed.

Computing the four-dimensional integral allows for general settings – even curved focal planes are possible by selecting the proper phase space sub-regions to be integrated. However, it can be computationally expensive. If the desired synthetic focal plane is parallel to the world space light field plane $p_{w}$, and the angular integration domain is not restricted, Fourier techniques can yield significant speed-ups [14]. If hardware accelerated rendering is available, techniques based on texture-mapped depthmaps can be efficient alternatives [16].

VII. CONCLUSIONS

With almost a quarter century of practical feasibility, light field imaging is up and well, gaining popularity and progressing into the markets with several actors pushing for prime time. There are still sufficiently many scientific challenges to keep researchers occupied for some time to come. In particular, the bar of resolution loss must still be lowered in hope of increased consumer acceptance. The mega-pixel race has slowed down and pixel sizes are approaching their physical limits. This implies larger sensors and thus increased expense for additional resolution increases that would benefit light field technology. Improved algorithmic solutions are therefore of fundamental importance. The next big step will be light field video, pushing optical flow towards scene flow and the associated projected applications like automatic focus pulling, foreground/background segmentation, space-time filtering, etc. In terms of applications, we are seeing 4D light field ideas penetrating towards the small and the large. In the small, we are seeing the emergence of Light Field Microscopy [41], though we need improved aberration models and eventually expanded wave-optical treatments [39]. In the large, sensor networks will become increasingly important. More complex scenes are made possible, like translucent objects [42] or more generally non-lambertian scenes [43]. Cross-over to other fields as Physics are appearing [44]. These are surely exciting times as we are heading into the second quarter century of light field technology.
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