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Abstract. Physical mobility analytics have gained attention lately. As people become more equipped with ubiquitous wireless-communication-enabled mobile appliances, they tend to leave signatures of their presence wherever they go. One particular example is Wi-Fi enabled devices which continuously send packets (called “probe requests”) to access points around it even if no connection is established between them. Aggregating a list of such probe requests over a number of geographically distributed monitoring nodes gives rise to a rich set of physical mobility analytics such as visitor density in rush hours and most frequently taken routes.

However, privacy of individual users is a grave concern. To address this concern we propose to implement physical mobility analytics using a collection of privacy-preserving primitives of set operations. The sets are the MAC addresses of the devices observed by one monitoring node. There is at least one set per monitoring node. An monitoring node may have more than one set if the MAC addresses are split according to the time of reception. The primitives we propose are the $t$-incidences of these sets. We present an $\epsilon$-differentially pan-private algorithm to estimate the $t$-incidence of $n$ sets, up to multiplicative error $O(n)$, given three ($\epsilon/3$)-differentially pan-private Bloom filters for each of those sets.

1 Introduction

The ubiquitous use of portable devices equipped with radio communications interfaces has enable the passive tracking of their owner. This is especially the case with Wi-Fi enabled devices, which are nowadays commonplace and that are periodically broadcasting a unique identifier (the MAC address) even if they are not connected to a network. This has led to the development of various commercial applications such as physical analytics which are leveraging those radio signals to measure the human activity in a given area. Physical analytics can be beneficial for many applications but also raise privacy concerns [17,12]. Industry have proposed methods [16] to mitigate those issues, but they fail short at protecting individuals’ privacy [8]. This lack of strong privacy guarantee are conflicting with privacy legislation and trigger mistrust of the population.

Physical analytics systems are generally composed of several Wi-Fi receivers distributed over a geographical area of interest that receive probe requests from mobile devices (smart phones, tablets, and laptop) of people within this area. Estimating the number of unique MAC addresses seen by an monitoring node during a particular period of time is one kind of mobility analytic, enabling the estimation of visitor density
and rush hours, for instance. More interesting is combining the observations of multiple monitoring nodes. For example, if we know that a particular MAC address was seen by monitoring node 1 at time 10:00 and then by monitoring node 2 at time 10:30, and later by monitoring node 3 at time 11:00, we can conclude that the mobility trajectory of the owner of this MAC address was 1-2-3. We are not interested in statistics about individuals, but rather in collective behavior of many individuals, like the most taken route between points A and B, or whether a particular route is traversed more in one direction than the other.
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**Fig. 1.** Example of $t$-incidences. The three circles represent three sets. The blue (resp. white, orange) area represent the items of the 1-incidence (resp. 2-incidence, 3-incidence) set.

This kind of analytics may be obtained from a set of simpler operations on the sets of MAC addresses observed by $n$ different monitoring nodes, namely the $t$-incidence. The $t$-incidence of $n$ sets is the number of elements that appear in exactly $t$ sets out of $n$. An example is shown in Figure 1 and in Table 1. Each element may appear in different sets, but they would be exactly $t$. For instance, the 1-incidence of a set is the number of elements in this set (i.e., its cardinality), the 1-incidence of two sets is the number of elements in their symmetric difference, and the 3-incidence of three sets is the cardinality of the set intersection of all three sets. The sum of $t$-incidences from $t = 1$ up to $t = n$ is the union cardinality. To implement these set operations we will use a privacy-preserving variant \[2,3,1\] of the Bloom filter representation of sets \[5\] because of both its time/space efficiency and privacy guarantees.
Table 1. Example of $t$-incidences. The universe of all items is shown in the first row. The next 3 rows represent sets containing items from that universe of items. A cell contains 1 if and only if the set of its row contains the item of its column. In the last 3 rows we see the $t$-incidence sets. The $t$-incidence is simply the cardinality of the respective set, hence the 1-incidence (resp. 2-incidence and 3-incidence) is 3 (resp. 3 and 1). It is worth noting that the $t$-incidence sets are always disjoint, and their union is the union $A \cup B \cup C$. Consequently, the sum of the cardinalities of the $t$-incidence sets is the union cardinality $|A \cup B \cup C|$. We can also observe that the 3-incidence set is the intersection $A \cap B \cap C$. The 0-incidence set is only defined with respect to the universe of all items, representing all items which did not occur at all. This case is uninteresting for our purposes so we do not consider it here.

1.1 Why $t$-incidences?

We can use $t$-incidences to compute cardinalities of any combination of $n$ sets of interest, as long as this combination is symmetric on those sets. Such cardinalities may thus be used for mobility analytics. For example, the sum of all $t$-incidences for $1 \leq t \leq n$ is the union cardinality, which can be used to estimate the number of people in a geographical region covered by many Wi-Fi monitoring nodes: the union cardinality of all MAC addresses seen by those monitoring nodes. Further more $n$-incidence of $n$ sets is their intersection cardinality, which can be used to estimate the trajectory of the user along a path of Wi-Fi monitoring nodes [14], given that the successive sets form a temporal sequence. Alternatively, the $n$ sets may belong to the same monitoring node but at a temporal sequence. In this case we may be able to know how long a user stayed in the same location. For values of $t$ other than 1 and $n$ also prove useful in case we want some sort of robust analytics. For example, if the path taken by the user spans 7 Wi-Fi monitoring nodes, we may take the 6-incidence into account in addition to the 7-incidence to account for the fact that some users may for some reason have only been observed by 6 out of the 7 Wi-Fi monitoring nodes. Some of the reasons may include but are not limited to 1) one Wi-Fi monitoring node along the path was rebooting as the user was passing or 2) the user passed too quickly by this one monitoring node that the phone didn’t have a chance to submit a probe request or 3) the user took a small diversion that swayed him away from one of the monitoring node but on the long run she was still on the same end-to-end trajectory. Equivalent examples exist if we consider a temporal trajectory instead. For larger $n$, like $n = 10$, we may also wish to consider giving more slack by considering all $t$-incidences greater than or equal to 8 for the trajectory. Consider instead $t = 2$ or $t = 3$. One example why we might be interested in them is the example of a shopping mall. The marketing campaign of the mall may like to know how
many shops are visited by the average user, and specifically target the audience visiting a small number of shops (2 or 3). To know the efficacy of their campaign they would like to observe a decrease in 2-incidence and 3-incidence with equivalent increase in 4-incidence and 5-incidence.

2 Background

2.1 Bloom Filters

A Bloom filter [5] is a probabilistic data structure for set membership queries. It is composed of a bit vector of \( m \) bits, initially initialized to 0, and \( k \) random hash functions \( h_1, h_2, \ldots, h_k \). To add an item \( i \) to the Bloom filter the bits \( h_1(i), h_2(i), \ldots, h_k(i) \) are set to 1. And item \( i \) exists in the Bloom filter if the bits \( h_1(i), h_2(i), \ldots, h_k(i) \) are all set to 1. Items cannot be removed and there is a small probability of false positives: reporting that an item exists while it actually does not, due to hash collisions. The density of a Bloom filter is equal to its Hamming weight (the number of bits set to 1) divided by \( m \).

2.2 Differentially Pan-Private Streaming Algorithm

Definition 1 (Differential Privacy). [9,10] A randomized function \( f : \{0, 1\}^m \rightarrow \{0, 1\}^m \) is \( \epsilon \)-differentially private if for all \( x, x', y \in \{0, 1\}^m \):

\[
\Pr[f(x) = y] \leq \exp(\epsilon \|x - x'\|_H) \Pr[f(x') = y],
\]

in which \( \| \cdot \|_H \) is the Hamming distance, and the probability is taken over all the randomness of \( f \).

Definition 2 (Differential Pan-Privacy). [11] Let \( \text{Alg} \) be an algorithm that incrementally receive its input (the input is called a stream in this case). Let \( I \) be the set of all possible internal states of \( \text{Alg} \), and \( \sigma \) the set of all possible outputs, in which the output is only produced after all input has been consumed. Then for all integers \( d \geq 1 \), the algorithm \( \text{Alg} \) mapping input prefixes to the range \( I^d \times \sigma \) is \( \epsilon \)-differentially pan-private against \( d \) intrusions (if for all sets \( I_1', \ldots, I_d' \subseteq I \) and \( \sigma' \subseteq \sigma \) and for all pairs of adjacent input stream prefixes \( S \) and \( S' \) (adjacent means the streams are identical except for all occurrences of at most one item):

\[
\Pr[\text{Alg}(S) \in (I_1', \ldots, I_d', \sigma')] \leq \exp(\epsilon) \Pr[\text{Alg}(S') \in (I_1', \ldots, I_d', \sigma')]
\]

in which the probability is taken over the randomness of \( \text{Alg} \).

A \( \epsilon \)-differentially private variant of Bloom filters (cf. Definition 1) was introduced by Alaggan, Gambs, and Kermarrec [2]. The idea was that after all items have been added to the Bloom filter each bit will be probabilistically flipped with probability \( 1/(1 + \exp(\epsilon/k)) \). Algorithms for estimating the intersection cardinality of a differentially private Bloom filter and a set, and of two differentially private Bloom filters have
been proposed in the literature [2,3]. More recently, Alaggan, Cunche and Minier [1] proposed an version with the stronger guarantee of \( \epsilon \)-differential pan privacy. The main advantage of differential pan privacy is that if the Bloom filter was build incrementally from an input stream of items, then during the extended period of time since the initialization of the Bloom filter until its release the internal state of the Bloom filter kept in the local memory is differentially private against an intruder committing up to \( d \) announced intrusions. The same paper also provided an algorithm to compute the \( t \)-incidence of \( n \) differentially pan-private Bloom filters, and is considered the basis of the current paper.

2.3 Physical analytics based on Wi-Fi

Physical analytics systems relies on the radio signals emitted by portable communicating device to detect the presence and track the movement of individuals. The most commonly used radio technology is Wi-Fi because it is embedded and activated in large number of portable devices and because it genuinely leaks identifying information [13]. Indeed, Wi-Fi device periodically broadcast short messages called probe requests in order to discover surrounding access points. Those probe requests contains the MAC address of the device in clear-text and are typically sent several times per minutes. The MAC address is a globally unique and stable identifier which is allocated to every Wi-Fi device. Because of the open nature of the Wi-Fi communications it is easy to monitor the radio channels in order to collect those identifiers.

A set of monitoring nodes distributed over a geographical area of interest can collect the probe requests from mobile devices (smart phones, tablets, and laptop) of people within this area [15]. Those monitoring nodes are typically small computers equipped with a Wi-Fi interface working in monitoring mode that can capture all the traffic on a specific channel. Such monitoring nodes can collect the unique identifier of each Wi-Fi device in range. The collected data is typically stored in a central server under the form of tuples including the device MAC address (the device identifier), a time stamp, a location identifier (e.g. the identifier of the monitoring node). This data can then be processed to analyze the human activity in the area for instance by counting the number of visitors, the duration and length of visit, etc. Such systems are used in brick and mortar point of sale to better understand customers habits [7] and are also used to study mobility patterns to assist urban planning [15].

3 Our Contribution

Given many differentially pan-private Bloom filters of different sizes, all of which represent the same set, Dwork, Naor, Pitassi, Rothblum, and Yekhanin [11] provided a way to estimate the \( 1 \)-incidence of this set (its cardinality) up to a multiplicative error \( O(\alpha) \). They built upon a primitive they introduced that can can give an estimate of the true density \( d \) of a differentially pan-private Bloom filter up to additive error \( \alpha^2 \). They showed that if one of the Bloom filters whose size is \( m \) had true density \( d \) close to \( \alpha \), then \( md \) is within \( O(\alpha) \) multiplicative error from the desired \( 1 \)-incidence.\(^1\)

\(^1\) Provided that the hash function used was at least 4-independent.
Their idea is about the size $m$ of the Bloom filter. The greater $m$ is, the higher the additive error. The less $m$ is, the higher the number of hash function collisions and consequently the greater the under counting and higher the multiplicative error. The density being as small as $\alpha$ along with 4-independence is a way to guarantee that the collisions and consequently the under counting is kept small. The density being as big as $\alpha$ is a way to guarantee that the size of the bit vector is small, keeping the additive error small.

3.1 Contribution 1: Selecting the Bloom Filter Size $m$

So how to choose $m$ such that the density will be around $\alpha$? In [11] they propose to try all sizes that are power-of-two. In particular if the universe contains $N$ MAC addresses, then $\log_2 N$ bit vectors of sizes $m \in \{2^0, 2^1, \ldots, 2^{\lceil \log_2 N \rceil}\}$ will be computed. This approach has several disadvantages. One of them is that the privacy budget will either be too big. If the differential pan-privacy parameter for each Bloom filter is $\epsilon$, then the total privacy budget around $\epsilon \log_2 N$, which is bad for privacy. If instead as [11] suggest we give each of the Bloom filters a small privacy budget, like $\epsilon = \log_2 N$, the error for each will be too high that the estimation method may not converge at all; as confirmed by our experiments. Another disadvantage is that the biggest bit vector will have size $N$, which may be prohibitive\(^2\). We address these issue and we additionally generalize their method to more than one Bloom filter, namely to estimate $t$-incidences on $n$ sets. One way to do this is to use the fact that we have a concrete application and that we can provide a way to choose the size $m$ instead of trying all possible sizes.

If the Bloom filter uses one fully independent hash function, then its density is approximately $1/((1 - 1/m)^s)$, in which $s$ is the size of the set that is encoded in it. Therefore if we have rough expectation of $s$ then we can guarantee that its true density is close to $\alpha$ by setting

$$m = 1/(1 - (1 - \alpha)^{1/s}) \approx s/\alpha$$

as shown in Algorithm 1. The case when we consider $n > 1$ Bloom filters and thus incidences $t > 1$ is different (cf. Section 5.2).

3.2 Contribution 2: Extension to More Than One Set ($n > 1$)

We extend the notion of Bloom filter density to deal with this case into what we call $t$-density (cf. Definition 3). We can see from Figure 4 and Figure 5 (cf. Section 4) that we can also set $m$ to guarantee that the $t$-density is close to $\alpha$ if we have a rough estimate of the expected $t$-incidence (cf. Section 5.2 for details).

**Definition 3** ($t$-density). The $t$-density of $n$ sets is the density of the Bloom filter encoding the $t$-incidence set (i.e., the set of elements appearing in exactly $t$ sets out of those $n$ sets). The definition is relative to the parameters of the Bloom filter in question, i.e. the hash functions and the size $m$.

\(^2\) Sampling is used in [11] to address this issue but we do not use this approach since our datasets may contain a very small fraction of the universe of all MAC addresses, in which sampling may throw away most points.
We will also make use of very recent work [1]. Given differentially pan-private Bloom filters of the same size of \( n \) sets, Alaggan, Cunche, and Minier [1] provided a way to estimate the \( t \)-incidence of these \( n \) sets, up to an additive error. Since the \( t \)-incidences may be very small for large \( t \), we extend their work to guarantee a multiplicative error instead. In particular, we will be using their method as a black box in similar spirit to how [11] proceeded; by observing the relationship between \( t \)-density and multiplicative error on the \( t \)-incidence. To do this we run density estimation algorithm from [1] on three different sizes of the Bloom filters, \( 2^{\log_2(m)} - 1, m, 2^{\log_2(m)} + 1 \), in which \( m \) is the value recommended Algorithm 1 (Note that this algorithm is presented for \( t = 1 \). For values of \( t > 1 \) only the function \textsc{ExpectedBloomDensity} will need to be modified as described in Section 5.2). The additive error is set to be \( \alpha^2 \). For each \( t \), we then choose the set of Bloom filters whose estimated \( t \)-density was closest to \( \alpha \) and report the multiplicative error on the \( t \)-incidence. We experimentally evaluate this approach in Section 4.

**Algorithm 1** Compute Bloom Filter Size

1: \textbf{procedure} \textsc{ExpectedBloomDensity}(s, m)
2: \hspace{1em} return \( 1 - \left(1 - 1/m\right)^s \)
3: \textbf{end procedure}

4: \textbf{procedure} \textsc{ComputeBloomSize}(s, \alpha)
5: \hspace{1em} Set \( d \leftarrow \infty \)
6: \hspace{1em} for \( m \in \{2^n, 2^1, \ldots\} \) do
7: \hspace{2em} Set \( d' \leftarrow \textsc{ExpectedBloomDensity}(s, m) - \alpha \)
8: \hspace{2em} if \( d' < 0 \) then
9: \hspace{3em} \hspace{1em} if \( |d'| > |d| \) then
10: \hspace{3em} \hspace{2em} \textbf{return} \space \text{previous} \space m
11: \hspace{3em} \hspace{2em} \textbf{else}
12: \hspace{3em} \hspace{3em} \textbf{return} \space \text{this} \space m
13: \hspace{2em} \textbf{end if}
14: \hspace{2em} \textbf{end if}
15: \hspace{1em} Set \( d \leftarrow d' \)
16: \textbf{end for}
17: \textbf{end procedure}

4 Experimental Evaluation

We use the Sapienza dataset [4] to evaluate our method. The Sapienza dataset is a real-life dataset composed of wireless probe requests sent by mobile devices in various locations and settings in Rome, Italy. We only use the MAC address part of the dataset, as typical physical analytics systems do. It covers a university campus and as city-wide national and international events. The data was collected for three months between February and May 2013, and contains around 11 million probes sent by 160,000 different devices (different MAC addresses). The released data is anonymized. The dataset
contains 8 setting called Politics1, Politics2, Vatican1, Vatican2, University, TrainStation, TheMall, and Others. Each setting is composed for several files. Files are labeled according to the day of capture and files within the same setting occurring in the same day are numbered sequentially. In our experiments we set the parameter \( n \in \{1, 2, \ldots, 5\} \), indicating the number of sets we want to experiment on, and we choose a setting, say Vatican1. Then we pick \( n \) random files from the Vatican1 setting and proceed to estimate their \( t \)-incidence according to our algorithm, only if the \( t \)-incidence for this subset is nonzero for all \( t \), since the multiplicative error is undefined if the true \( t \)-incidence is zero.

In Figure 3 we see that for \( n \in \{1, 2, \ldots, 5\} \) sets, we obtain very good multiplicative error on the 1-incidence. The results are average across all settings. Figure 2 average across all \( n \) and shows instead the multiplicative error against the true 1-incidence value that is to be estimated. Both figures show that the best performance appears to happen for \( \alpha = 0.02 \), while we should expect it to happen for \( \alpha = 0.002 \) instead. This counter intuitive behavior happens because of the privacy parameter \( \epsilon = 3 \). It is indeed the case that the performance is better for \( \alpha = 0.002 \) for \( \epsilon = 9 \) (this experiment not presented here). The problem is that when \( \epsilon \) is small, effectively ensuring higher privacy and thus requires higher amount of noise, solving for small values of \( \alpha \) becomes harder, in the sense that the linear program from [1] becomes unlikely to satisfy. This is a calibration problem that should be addressed: how to choose \( \alpha \) given \( \epsilon \). In the rest of this subsection we try to explore the performance of the more challenging case of \( t \)-incidence for \( t > 1 \). We will see that the performance depends on some characteristics of different settings.

In Figure 4 and Figure 5 we explore the relation between the size \( m \) of the Bloom filter whose \( t \)-density is closest to \( \alpha \), and the \( t \)-incidence. Each point in Figure 4 has two coordinates, \( x \) and \( y \). The \( y \) coordinate indicates the Bloom filter size \( m \) whose \( t \) density is closest to \( \alpha \), out of \( \{2^0, 2^1, \ldots\} \). The \( x \) coordinate shows the corresponding \( t \)-incidence. The black lines highlight the equation \( x/\alpha \) for \( \alpha \in \{0.002, 0.02, 0.2\} \), which is what is predicted in (1). We can see perfect match for this prediction in for the incidence \( t = 1 \) and number of sets \( n = 1 \). However, this is not the case for \( t > 1 \) or \( n > 1 \). The same data were given to a linear regression model shown in Figure 5. The points in Figure 5 correspond to the same points in Figure 4 after being projected into the estimated linear model. The figure shows that there is useful pattern that we use to compute \( m \) for \( t > 2, n > 2 \). We discuss this topic further in Section 5.2, and why the points do not fall exactly on the linear regression line.

In Figure 6 we plot the multiplicative error obtained for \( \alpha = 0.02 \) and \( \epsilon = 3 \) for each setting and all \( t \)-incidences. Since three Bloom filters are released then the total privacy budget is 9. We can see that for certain settings the multiplicative error is somewhat close to \( \alpha \) as desired while for others it is far. For instance the worst-performing setting is Others. This is because this particular setting has very small values for the \( t \)-incidences as it was collected by researchers on their commute. However the best-performing settings are Politics1, Politics2, and TheMall, are probably due to
Fig. 2. Results for $t = 1$. The $x$ axis is the true value being estimated (1-incidence) and the $y$ axis is the multiplicative error on the estimate given by our algorithm. The data points were passed through an exponential moving average with weight parameter 0.3. Data points also cover most of the $x$ axis but we plot only one point at steps of 2000, after the exponential moving average has taken place. We observe that the multiplicative error is acceptable for all considered values of $\alpha$ but is best at $\alpha = 0.02$.

Fig. 3. Results for $t = 1$. The $x$ axis represents the number $n$ of sets considered and the $y$ axis (log scale) is the multiplicative error on the estimate of the 1-incidence given by our algorithm.
Fig. 4. Raw data. Raw lines are $x/\alpha$, for $\alpha \in \{0.002, 0.02, 0.2\}$. The plain observed data are the shown points. Black is for $\alpha = 0.002$, blue is for $\alpha = 0.02$, and red is for $\alpha = 0.2$, $k = 1$. 
**Fig. 5.** Fitted data. Raw lines are $x/\alpha$, for $\alpha \in \{0.002, 0.02, 0.2\}$. Other lines are linear regression. Black is for $\alpha = 0.002$, blue is for $\alpha = 0.02$, and red is for $\alpha = 0.2$. $k = 1$.  

the fact that they were collected on a single day and thus exhibit more homogeneity and greater values for the $t$-incidences.

![Graph](image)

**Fig. 6.** Results for $\alpha = 0.02$. The $x$ axis indicates the $t$ of the incidence being estimated while the $y$ axis (log scale) represents the multiplicative error on the estimate given by our algorithm. The flat red line indicates the desired multiplicative error $\alpha = 0.02$. The vertical bars represent 95% confidence interval around the mean.

## 5 Discussion

### 5.1 How to Know the Expected Size $s$

We need to know the expected set size $s$ in advance to specify the size of the Bloom filter to use in order for its density to be close to the given $\alpha$. Without knowing the set size in advance we may have to try a large number of values for $m$ which would be bad for privacy or for utility. There are many ways to predict roughly the expected size $s$ of MAC addresses. The simplest one is using historical data. However, when such data is not available we may look at the specific case at hand. If the data is to be captured at an event held within a building (a room or a stadium) we can know that $s$ will never exceed the maximum holding capacity for this building. If the event is outside and is based on tickets like open space concerts or most planned events, the organizers know how many tickets have been sold and roughly how many people are going to show up. Finally, we remark that some of these approaches may be also applicable for the expected size of the $t$-incidences (such as historical data). We can know for instance that the intersection between two sets captured simultaneously by two access points that are geographically very far away is likely to be zero.
5.2 Select $m$, Given Expected $t$-incidence, Such That $t$-density is Close to $\alpha$ for $t > 1$

For $t = 1$ we know that for a set of cardinality $s$ (e.g., of 1-incidence $s$), its 1-density is

$$1 - (1 - 1/m)^s.$$  \hfill (2)

Thus we can set the size $m$ of a Bloom filter according to (1) to guarantee that the 1-density is close to $\alpha$. In this section we are going to explore the case for $t = 2$ of two sets $A$ and $B$, which should generalize to $t > 2$. We follow the same steps as (2).

First we establish the 2-density as a function of $m$ and the expected 1-incidence and 2-incidence of $A$ and $B$. Notice that the 1-incidence is $|A \Delta B|$ and the 2-incidence is $|A \cap B|$. It is clear thus that given those two expected values and this formula, we can select $m$ to give a certain 2-density. Actually we will establish an inequality instead of the formula. Note that (2) is not an equation but an approximation with no clear bounds, so our results are stronger since the inequality establish a probabilistic bounds. One direction of the inequality that we will not mention in the subsequent paragraphs comes from the fact that the $t$-incidence is bounded from below by the $t$-density (which we denote in this section as $d_t$) times $m$. That is the $t$-incidence is $\geq md_t$. In the following, we only discuss the other direction; bounding the $t$-incidence from above.

The equation (2) takes collisions into account. However the collision model for 2-density and higher or even for 1-density for more than one set is more complicated. To clarify the issue we will give an example. Consider the relatively simple case of $n = 2$ of two sets $A$ and $B$, $n = 2$. Consider a hash table with chaining as collision resolution policy. We first insert all elements of $A$. When a bucket is touched by $A$, it is labeled RED. Then we insert elements of $B$ in the following manner: If the bucket is empty or marked BLUE, insert the element and mark the bucket BLUE. If it was marked RED or BLACK, insert the element and mark it BLACK. Let $X_i$ be the number of buckets of length $i$ marked either RED or BLUE, and $Z_i$ be the number of buckets of length $i$ marked BLACK. Then we know that the 1-incidence is $\sum_{i>0} iX_i$, and that 1-density is $d_1 \overset{\text{def}}{=} \frac{1}{m} \sum_{i>0} iX_i$. We also know that the 2-incidence is $\sum_{i>0} iZ_i$, and the 2-density is $d_2 \overset{\text{def}}{=} \frac{1}{m} \sum_{i>0} Z_i$. Therefore 1-incidence is the $md_1 + \sum_{i\geq 2} (i-1)X_i$ and 2-incidence is $md_2 + \sum_{i\geq 2} (i-1)Z_i$. Then let

$$\bar{X} = \sum_{i\geq 2} \binom{i}{2} X_i = \sum_{i \geq 2} i(i-1)X_i \geq \sum_{i \geq 2} (i-1)X_i$$

and the 2-incidence is bounded from above by $d_2 + \bar{X}$. Similar reasoning leads to that the 2-incidence is bounded from above by $d_2 + \bar{Z}$.

We will bound $\bar{X}$ and $\bar{Z}$ by some function of $A \setminus B$, $A \cap B$, $B \setminus A$. We know that $\bar{X}$ can come only from collisions either within $A \setminus B$ or within $B \setminus A$. From Lemmas 1 and 2 in [6] we know that the mean of $\bar{X}$ is less than $\left( |A \setminus B|^2 + |B \setminus A|^2 \right) / m \leq 2|A \Delta B|^2$ and variance not greater than that.

However, $\bar{Z}$ is more versatile. Nonetheless, it has to involve elements from both sets. In particular it can come from these four types of collisions: 1) $A \cap B$ and itself, 2) $A \cap B$ and $A \setminus B$, 3) $A \cap B$ and $B \setminus A$, 4) $A \setminus B$ and $B \setminus A$. So the expectation for
\( y \) is less than
\[
\frac{1}{m} \left[ |A \cap B| (|A \cap B| + |A \setminus B| + |B \setminus A|) + |A \setminus B||B \setminus A| \right]
\]
\[
= \frac{1}{m} \left( |A \cap B|^2 + |A \Delta B||A \cap B| + |A \setminus B||B \setminus A| \right)
\]
\[
\leq \frac{1}{m} \left( |A \cap B|^2 + |A \Delta B||A \cap B| + |A \Delta B|^2 \right)
\]
\[
\leq \frac{1}{m} \left( |A \cap B|^2 + 2|A \Delta B||A \cap B| + |A \Delta B|^2 \right)
\]
\[
= \frac{1}{m} \left( |A \cap B| + |A \Delta B| \right)^2
\]
\[
= \frac{1}{m} |A \cup B|^2.
\]

This is because it can be shown that for 4-independent hash function that the pairwise collisions between two sets of cardinalities \( a \) and \( b \) has mean \( ab/m \) and variance not exceeding that. So with similar logic we do the same as we did for the 1-incidence. Analyzing the collision behavior for \( t > 2 \) and subsequently selecting \( m \) for these cases may follow the same steps.

### 5.3 Alternative Way for Selecting the Bloom Filter Size \( m \)

Instead of anticipating a particular cardinality for the incoming set, we can set the Bloom size to a fixed value, regardless of application. As the set is being accumulated over time we may release the current Bloom filter as its estimated reaches density \( \alpha \). Upcoming items are then stored in a fresh Bloom filter, and so on. There are several advantages to this method. First, since the temporal dimension is not fixed all sets will have sizes close to each others, and it is unlikely to have a set which is exceptionally small or exceptionally big. For instance, during rush hours where the set would have been big, the data structure would adapt and release several Bloom filters, automatically providing higher granularity to rush hours. Moreover, users whose data are registered will know that a released Bloom filter will likely contain many people and not just a few one, even if they happen to pass by the Wi-Fi router at a non-busy time (like 4 in the morning). This also means that the privacy guarantees would not depend on the time of day. Additionally, since this way \( m \) can fixed beforehand, special hardware can be designed with this particular value of \( m \) in mind. This may be desirable in high traffic situations (not necessarily Wi-Fi related, like wire sniffing) in which hardware is needed to speedup data capture.

### 6 Conclusion and Future Work

We presented an algorithm to estimate, up to multiplicative error \( O(\alpha) \), the \( t \)-incidence of \( n \) sets given three \( \epsilon \)-differentially pan-private Bloom filters. The goal this algorithm was to provide a privacy-preserving set operations primitives to aid in designing and implementing physical mobility analytics. We considered an example of Wi-Fi mobility...
analytics but our framework extends to any platform that can represent mobility data as sets of user/device unique IDs captured by stationary sensors. Experimental validation of our results for $t = 1$. Our results showed promising results for $t > 1$ in case the sets are dense. We also provided in depth discussion of how to extend it to the more challenging case of $t = 2$ was provided that sheds light as well into the $t > 2$ case. As future work we would like to consider providing a complete framework and analysis with provable error bounds for any $t \geq 1$.
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