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Abstract

We investigate the scattering problem for the case of locally perturbed periodic layers in R%, d = 2, 3.
Using the Floquet-Bloch transform in the periodicity direction we reformulate this scattering problem as
an equivalent system of coupled volume integral equations. We then apply a spectral method to discretize
the obtained system after periodization in the direction orthogonal to the periodicity directions of the
medium. The convergence of this method is established and validating numerical results are provided.

1 Introduction

We are concerned in this work by the design of a numerical method to compute the solution of the scattering
problem from locally perturbed infinite periodic layers. This problem is encountered for instance in applica-
tions related to photonics or non destructive testing of gratings. Our work can be seen as an extension of the
numerical method in [16,20] where the solution for periodic media is computed based on quasi-periodicity
of the incident wave. The principle of our method is similar to the method employed in [4, 5] and relies on
the use of the Floquet-Bloch transform in the periodicity directions to transform the problem into coupled
quasi-periodic problems. Our methodologies then differs in the way we formulate the problem and discretize
it with respect to the space variable. While in [5] an finite element method is employed using a Dirichlet
to Neumann map to bound the computation domain as introduced in [7,11], we shall rely in the present
work on a volume integral formulation of the problem. Discretizing the volume integral equation efficiently
through the use of spectral method and FFT technique to evaluate the matrix-vector product has been
introduced in [20] and studied in a number of papers [9,10, 15,20]. We here mainly rely on the numerical
algorithm implemented in [16] for quasi-periodic problems but we shall consider TE modes. The TM mode
can be treated in a similar manner using the adaptations proposed in [16]. As in [4], the first main difficulty
in the convergence analysis is to establish convergence of the discretization of the problem with respect
to the Floquet-Bloch variable. Using a trapezoidal rule to discretize the Floquet-Bloch transform induces
a semi-discrete problem which is equivalent, up to a change in the source term, to the periodic problem
with period ML where M is the number of discretization points and L is the periodicity length. The
convergence (with respect to the parameter M) then relies on the decay of the solution in the periodicity
directions. The latter is indeed not guaranteed in general and usually requires some special assumptions
on the material properties, such as strict monotonicity in the direction orthogonal to the periodicity direc-
tions [2,3,8,14,17]. We shall restrict ourselves here to a simplified problem where (small) absorption in
the media is assumed through the consideration of complex wave numbers with positive imaginary parts.
This assumption has also been done in [4]. Indeed this greatly simplifies the analysis since the underlying
differential equation operator becomes coercive. This assumption allows us to focus more on the specificity
of coupling spectral discretization of the volume integral method with discretization in the Floquet-Bloch
variable. Indeed this step will enable us, in a future work, to treat the case without absorption and focus
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on the technicality related to establishing Rellich type identities that can be exploited in the convergence
analysis. Our assumption allows also to evacuate problems that would occur at the Wood anomalies. Let
us notice however that the incorporation of a radiation condition for absorption free problems (as in [14])
would not induce major additional difficulties (for the numerical implementation of the method) since this
condition is encoded in the volume integral equation of the problem.

The convergence analysis of the spectral approximation relies on establishing that the obtained discrete
system coincides with the one for volume integral equation associated with the ML-periodic problem. This
property is indeed surprising and one would not expect that it holds in general. In fact it is very specific
to the choice of a trapezoidal rule to discretize the Floquet-Bloch transform. It has been also observed for
finite element discretization in [4]. The optimality of this choice of discretization is not obvious and may
for instance not be convenient in the neighborhood of the Wood anomaly (in the absorption free case).

Our discrete system can then be seen as a special re-arranging of the discretization of the M L—periodic
problem (with a slightly different source term). One of the main advantages of this rearranging is that one
obtain a linear growth of the computational cost with respect to the number of discretization points in the
Floquet-Bloch variable. This is a gain of a logarithmic factor with respect to the application of the method
in [20] to the ML periodic problem. Indeed this would be of interest for large (three dimensional) problems
or when the absorption is small (requiring the use of a large discretization points in the Floquet-Bloch
variable). We shall discuss this issue in a future work. In the present one we shall content ourselves with
preliminary validating results in 2D setting of the problem.

Our paper is organized as follows. We first introduce the problem and some notation and results for the
Floquet-Bloch transform. In order to ease the reading of the technical part treating the full discretization
of the problem we introduce in Section 3 the method employed in [16] for quasi periodic problem. We
complement known results with a uniform convergence result with respect to Fourier-Bloch variable. Section
4 constitues the core of our work. We discuss in Section 4.1 the semi-discretization in the Floquet-Bloch
variable and prove exponential convergence result. Section 4.2 is dedicated to a full discretization of the
problem and associated convergence result. The last section is concerned with a rapid description of the
algorithm and some numerical validating tests for the two dimensional problem.

2 Setting of the problem

2.1 Introduction of the problem and notation

We investigate the scattering problem for the case of locally perturbed unbounded periodic layers. The
problem is formulated as: Given f € L*(R?), d = 2,3, find solution u € H}_(RY) to the Helmholtz
equation:

Au+k*nu=f in R? (1)

where n € L®(R?) denotes the index of refraction and is such that n = n, outside a compact domain
D where n, € L>®°(R%) is a periodic function with respect to the first d — 1 variables of period L :=
(Ly,-++ ,Lg—1) €ERY L >0, j=1,---,d— 1.

If the wave number k is real, then (1) should be supplemented with a radiation condition (see for
instance [1]). Although our numerical method can formally be extended to the case of real wave numbers
k, the convergence proof requires some decay properties along the periodicity directions that we are only
capable to prove in the case of complex wave numbers. This is why we shall restrict ourselves to the (coercive
case) where

k? =k} +io

with kg > 0 and o > 0 and assume that Ren(z) > ¢y > 0 and Imn(x) > 0 in R for some constant cg. In
this case one easily check, using the Lax-Milgram theorem that (1) has a unique solution « € H*(R9) and
that

Eglnllo
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We also remark that the solution u € H?(R?) (since Au € L?(R?)). For the well posedness of the problem
in the case of real wave numbers, known results require some additional monotonicity properties of n with
respect to x4 (see for instance [17]).

For a point x € R? we shall use the decomposition = = (7, z4) with x4 € R and T = (21, ,24_1) €
RI=L. For m = (mq,--- ,mgq_1) € Z9! we denote by

Q= [[(m — %)L, (m + %)L}] x R,

where we use the notation [[a,b] := [a1,b1] X -+ X [ag—1,bq—1]. We shall also use the notation

Q" =R Ix] — h,h[ and Q! = Q"N Q,,.

m

‘We shall assume that there exists A > 0 such that
supp(n, — 1) C Q" and supp(f) c Q.

Moreover, to further ease the presentation, we suppose that the support of n — n,, is strictly contained in
QF. Indeed this can always be ensured by increasing the periodicity length. Ome can also work with a
periodicity equal Qff even if the support of n — np is larger Qf but at the cost of additional non essential
technicalities (See Remark 2.1 below).

Remark 2.1. For a point xo € R?, the total field u generated by a point source at xq is solution to
Au+ E’nu = —6,, in R% (3)

Let u'(-;z0) be the incident wave generated by the point source at xg,

SHO (|- —aol)  in R,
W)=

_— in R3.
4| - —x0]

The scattering problem for a point source at o can be reformulated as finding u® = u—u' with u® € H'(R?)
such that _
Au® + E*nu® = —k*(n — Du' in RY (4)

Indeed problem (4) has the same form as (1) with f := —k*(n — 1)u'.

2.2 Formulation of the problem using the Floquet-Bloch transform

Definition 2.2. A regular function u is called quasi-periodic with parameter § = (&1, ,€q—1) and period
L= (Lq, -+ ,L4_1), with respect to the first d —1 variables (briefly denoted as {—quasi-periodic with period

L) if: -
W@+ (L), zq) = ¢S UD (T, 2q), VjeZ
We now introduce some notation for functional spaces that will be used in the sequel:
o O (RY) := {u € C®(R%);u is é—quasi-periodic with period L};
o O () = {ula,iu € CELRN};
e H(Q) is the closure of Cg°(§2o) with respect to the H*(§2) norm;

° Hf 7 (R?) is the extension of H ¢ (Qo) functions to a {—quasi-periodic function with period L to all of
R



For a regular function ¢ € S(RY), the Floquet-Bloch transform of ¢ in the first d — 1 variables with period
L € R4 is defined by:

Fo@ za;€) = Y @@+mLzg)e ™I Vee[-F, 2], 2 e R (5)
nezd—1

Fo(+;€) defined in (5) is é—quasi-periodic with period L. The inverse Floquet-Bloch transform F~1! is given
by

L )
o@rmia) =g [ Femasgenici, mezt zers ©)

where [L] := Ly --- Lg—1. We shall also use the following notations for vector in 741

Ll = [Lal+ -+ |Laal,  [ILl = /LT + -+ NG

Operators on vectors such as multiplication or division should be understood as component-wise operations.
Since S(RY) is dense in L?(R%) and

r
L°*L

1Fellz2@oxi-2.2D = llellz>@e

L°L

for ¢ € S(R?), then the operator F extends to an isometry between L?*(R%) and L?(Qo x [, %]). Fur-
thermore, for all integers s > 0, F(H*(R%)) = L*([-F, 7], Hg(QO)) and for all u € H*(R?):

F(Olu) = 0IF(u), VO<j<s. (7)

This result can be found in [4]. We also refer to [13] for an extensive study of the Floquet-Bloch transform.

We now propose to use the Floquet-Bloch transform in the first d — 1 directions to study the spectral
numerical approximation of problem (1). We first remark that since n, is L periodic, then F(npu) = npF(u).
Moreover, if a function ¢ has a support in Q, then Fo(T, 24; &) = o(T, 2q4) for (Z,z4) € Qy. Consequently,
applying the Floquet-Bloch transform to equation (1) we get

A(Fu) (T, x4; €) + E2ny (Fu)(z, 245 €) + k2 (0 — np)u(@, zq) = (FF(T, 2a;€); (T, 24) € Qo. (8)
Let us set fe := (Ff)(€) and
(T, xq; &) = Fu(T,xq;€)  (x,24) € Qo.
Then @ € L*([-F, %]],Hg(ﬂo) and
Au(5€) + kPnpa(5 ) + K (n —np) M(a) = fe inQo, E€ [,

0y e L "
M(U’) T (27T)d71 /[[z’z]] u(?ﬁ) d§7

where the second equation comes from the inverse Floquet-Bloch transform expression

L .
uw(T +mL,xq) = (2[)3}_1/ W(T, xq; €)M E A m e 2 (T, xq) € Q. (10)
™ —-z.x]
L°L

One can also check that the converse is true, i.e. if (Ff) € L?(Qo x [—-F, T]), the u defined by (10) is in
H?(R?) and is solution to (1).

Remark 2.3. If the support of n — n, is contained in Q};,_ p+ = Um€[P77P+]]Q£Ln for Pj_,Pj+ >0, =
1,...,d then the third term of the first equation of system (9) has to be modified and the system becomes

Adi(€) + K2nyi(5€) + k2 b _pe (0= mp)(- + mL) My (@)e "DV E = fein Qo, € € [~ 5, 5]

m=—P~
ay .- 1 il E)el(mD)-€
M) = G55 /H (€)eimb€ e
(11)

The analysis below can be extended to treat this case without any major additional difficulty.



3 Volume integral formulation of the { —quasi-periodic problem

Before dealing with problem (9) where the equations for different values of ¢ are coupled through M (@),
we shall first recall the principles of the spectral volume integral method for fixed ¢ as in [16] for periodic
media. This may be helpful in making the technical details of the general case treated in next section more
digest. We shall also supplement the convergence results with a result on uniform convergence properties
with respect to . Although the latter is not necessary to treat problem (9), we thought that it has its own
interest and would complement the picture for the use of this type of methods in periodic media. Some of
the technical results presented will also be useful for Section 4.

3.1 Setting of the volume integral equation

We first consider problem (9) for the case of periodic media, i.e. n = n,. Let us set ug := Fu(-;§) and set
fe :=Ff(;€). Then we are led to consider the problem, u¢ € HgVL(Rd) verifying

Aug + E*nyue = fe in RY (12)

where fe € L2 1+ (R%). Indeed considering problem (12) in R? or in € is equivalent. In the following we
shall not dlstlngmsh ug¢ from its restriction to €2g. We recall that

k2|In| oo
el iy @0 < Cllfellzagagy,  where €= max { L, /5l 4 L1, (13)

oco’ oco

Let Ge(-) € LE,L(Rd) be the £ —quasi-periodic Green function of the Helmholtz equation, i.e. satisfying,

AG& + k‘ZGé() = —50 inQo. (14)
Then G¢ can be expressed as (see [12]),
i 1
Ge(x) = —— exp(ia T+10 zq)), (T, xq) € RY, 15
)= 3y 32 gy et Tl @ (15)

where

™ jd_l) B = B [lac)|® Impe(j) > 0.

2T 27
« () _§+ Lj_ <§1+I/1j1,’§d_1+[/d1

(Remark that B¢(j) # 0 for all j and ¢ since o > 0.) We now consider the volume potential V¢ on L2(Qf)
with kernel G¢ defined by

Veg(x / Ge(z —y)g(y)dy, = €R< (16)
Lemma 3.1. (See for instance [6,16]) The volume potential V¢ is a linear bounded operator from L%(Qf)

into HaL(Rd). Moreover, for all g € L*(Q}), the potential w := Vg € HgL(Rd) and is the unique solution
to Aw + k*w = —g in R

Thus, if we set w := Vi (k*(n, — 1)ug — f¢), then from Lemma 3.1, w € HZ ; (R?) and satisfies
Aw + k2w = —k*(n, — Vug + fe in R
Therefore w = u¢ in R? and ug € L2(Q}) and satisfies
ug = k*Ve((np — Dug) — Vefe  in L*(Qg). (17)

Conversely, if (17) is verified, then obviously ug¢ can be obtained in all R? using the expression of w. The
numerical scheme we shall consider is based on the spectral discretization of (17). In order to be efficient, by
the use of FFT in evaluating the matrix-vector product, we need to periodize the equation in the direction
z4. This is the step we shall discuss now.



3.2 Periodization of the integral equation

Let R € R such that R > 2h, we define G? as
G?(x) = Ge(x), Vo= (T,zq4) € R x|~ R,R] (18)

and extend G? to all R? as a 2R—periodic function with respect to z4. We then define the periodized
volume potential V§R : L2(Q%) — L2(Qf) using the same expression as (16) where the kernel G¢ is replaced
by G’? and consider the periodized volume integral equation, u? € L2(QfY,

uF = K2VE((ny — 1)uft) — VRS, in 12(QF). (19)
We then have the following result.
Lemma 3.2. 1. For all g € L*(Qf), Vg = Veg in R%.
2. For for all fe € L*(Qf), equation (19) has a unique solution u? € L2(Qf) and we have
u? = ug in Q)
where ug € L*>(Qf) is the unique solution of (17).

Proof. The equality Vng = Veg in R? holds for all g € L?(Q%) since G? and G¢ coincide in QF, |z4—yq| < R
for all (z,y) € QF x QF and R > 2h.

Let fe € L2(Qf). Since the support of n, — 1 is included in Q", we deduce from the first point that a
solution uf® € L*(Qgf) of (19) is such that uff|qy € L*(f) and verifies (17). Since uff|gy = 0 and fe = 0
imply u? =0 in QF we easily conclude from the well-posedness of (17) that (19) has at most one solution.
In addition, a solution of (19) can be constructed as

u? = ug in Qf and u? = kngR((np — ug) — V%ng in QF\ Qb
where ug € L?(Qf) is the solution of (17). O

The spectral discretization method is based on the Fourier basis defined as

pl(x) = \/z@fm exp (i(€+ 22)) - T+ ik jaxa), J= (1, ,ja) = (G, Ja) € 2% (20)

For all u € L2(Qf), u = > jeza U(j; 5)@2 () where u(j;€) to denotes the j—th coefficient of u with respect
to this Fourier basis, which is defined as:

€)= [ u(plad. (21)
0
Ifuwe Hg (QF), 0 < s < +oo then an equivalent norm in H¢ (QF) is given by
AR RY
d .
s ) = 2 (1 + HLH + \ & ) A ), (22)
jezd
Remark that since [[ul[L2qr) = ||ei5“’u||L2(Qéa), using Plancherel theorem we conclude the norm in L?(QE)
defined by (22) (for s = 0) is independent from &, i.e.,
lulF20m = > @G0 =D [ oP,  ve. (23)
jezd jezd



We can easily establish the link between the Fourier coefficients with respect to £ —quasi-periodic Fourier

basis and periodic Fourier basis ({ € [-F, £], &4 #0,¥0 =1,--- ,d) as

d—1 : . L
~ g 2 cos(m(je — te)) sin(€° %)
u(t;0) =2R )  u(j,ta; ) ar : (24)
jezzd Z:rll &8+ 25 (je — te)
where here £ denotes the component ¢ of €.
Using (15), one can easily compute the Fourier coefficients of G? and get
- PR cog mjq) — 1 ePeNR cos(mjq) — 1
GEGE) =7 (,r.)Q =713 - (2 )ﬂ. 5 (25)
Be(5)* — (%Ja) = llacG)I? = (Fja)

. — 1 . 2 — 2 . . .. - > . .
with v : JA0R Since k kg +io with positive o and Im F¢ () > 0, we have the estimate, for sufficiently

small ¢ such that o — (k2 + 2/¢]?) > 0,

2
o +e(=kg + llacDIP + (Fa)*)

GR(j: o) <4

Choosing ¢ such that o — e(kZ + 2|/7/L||?) > 0, we infer the existence of a constant C' independent from &,
L, R and j such that
(1 +|

Vig(j;6) = %é?u;@au;g).

v

2 A
[+ 140°)

GEGio) < C

(26)

=l

Since VgR is a convolution operator

We then immediately get from (26) the following result.

Lemma 3.3. Let s € N. The operator VgR : HE(Qg‘) — H€2+S(QOR) is continuous. Moreover, there exists a
constant C' independent of € such that

IVEgll2+ ) < Cllallmzcop) Vo € HEOE),
We then obtain the following uniform regularity result.

Proposition 3.4. Let fc € L?(Q}) and u? € L2(Qf) be the solution of (19). Then there exists a positive
constant C' independent from & and fe such that

w20y < Cllfell L2can)- (27)
Proof. Thanks to Lemma 3.2, u? = ug in Qf where ug denotes the solution of (17). Then, using (13),
HU?HLZ(Q(’;) < CillfellL2amy

for some constant C; independent from &. Using equation (19), Lemma (3.3) and the fact that supp(1—n,,) C
Qf, we get the existence of a constant Cy independent from ¢ such that

||U§HH2(Q{;) < C2(Hf£||L2(Qg) + ||u§||L2(QS))'

The result of the proposition then immediately follows from the two inequalities. O



Let us introduce for later use TgR s L2(QF) — L2(QfY) defined by
TEg = k*VE((ny, — 1)g) (28)
and Af : L2(Qff) — L*(Qf) defined by
Agg =g — Tng. (29)
Then, as a straightforward consequences of Lemma 3.3, we have:

Lemma 3.5. The operator TER c L2(QF) — L2(QF) is compact and there exists a positive constant C
independent of & such that:

||T5Rg||H§(Q§) < Cllglle2ny, V9 € LA(Qf). (30)
An immediate corollary of this Lemma and Lemma 3.2 is the following.

Corollary 3.6. The operator A? : L2(QF) — L2(QF) is bounded and injective. Moreover, there exists a
positive constant C' independent of & such that

1AE g/l 2 0z) < Cllgllr2@n)-

3.3 Spectral approximation of problem (19)

Let N = (Ny,---,Ng) € NY and Z& = {j = (j1, - . ja) € 24 - Bt +1<j, <, £=1,--- ,d}, we
define the discrete space T,EN = span {goé; jE€ Z‘fv} and the orthogonal projection

PY () — TN, ur— PN (u):= ) a(i; &)l (31)
jezd,

Let u? be the solution of (19). We now consider u?’N € TSN an approximation of u?, which is solution to
following variational equation

R,N R,N 1
(ufN = BVE (g = uf ) o = (Ve o) paapy » VoF € T (32)

)i

The next theorem shows that the convergence rate of this method using standard convergence result of
Galerkin discretization, is independent from &.

Theorem 3.7. There exists Ny € N? independent form & such that problem (32) admits a unique solution
for all N > Ny and fe € L%(Qk). Moreover, there is a positive constant C' > 0 independent of & and N
such that,
R,N .
lugt = g™ | 2amy < CUNHel:fFN [ugh = vl L2(ap)- (33)
eS¢

Proof. We concentrate on the second claim since the first one follows from the similar arguments. The
solution uf’ of (19) satisfies

<A?u?7v€>L2(Q§) = <_V€Rfﬁvvf>L2(Q§) , Ve € L2(Qg). (34)

We then obtain

R,N

<A?(u§—u5 ),vév> o =0 VvéVG’TEN. (35)

L2(Qf)
Since u?’N — vév € ’T&N, we get
R/ R RN R R,N _ R/, R R,N R N
<A5 (g —ug™™), ug — v >L2(Q§) - <A5 (ug —ug™),ug —ve >L2(Q§)
R,N

< Ollud = u ™ p2m luét = v | 2p)- (36)



We shall prove for all € > 0, there exists Ny > 0 independent from ¢ such that VN > Ny, V¢ € [-F, F]:

>
R, R_ RNy R RN R _ . R,N|2
<T£ (ug — g ), ug ug >L2(Q§) §€||u5 Ug HL2(Q(I)2)- (37)
Let us define
u? — u?’N
N

- RN
||U?*U5 ||L2(Qg})

and suppose that (37) is not true. Then there exists a sequence N(n) — oo such that

> e (39)

)i

for some &, € [T, F]. To shorten the notation, we set w, := wg(n). Since (&n)nen C [—F, T] then there
is a sub-sequence, also denoted (&,)nen, that converges to & € [-T, F]. Furthermore, (w,) is bounded
in L2(QF) then there exist a sub-sequence, also denoted (w,,) that converges weakly to w in L2(QF). Let

v € L2(QF) and set v, == Pg(n)v € ’ng("). Then
(Awn, v) L2 qp) = ((AF = AL Jwn,v)
= (A = AL Juwn,v)

R R
L2(0f) rego (A6 Wn tn) o + (g 0n 0 = Vn) 12 o)

R
ra(og T {460V = Un) 12 o)

where we used (35) for the last equality. Observe that, using Corollary 3.6,

‘<A?nwﬂv V= Un) paom | < 148 r2em—r2om v = vall 2 g == 0 (40)

and from Lemma 3.10 we have,

R R R R
[((AZ — AR Y, 0) oo | = [(TE = TYwn,0) 2, (41)
<NTE = T N r2om)— 120 10/l 22 (o) = 0.
Therefore, taking the limit as n — +o00 we get
<A§‘w, ’U>L2(Q§) =0, YoeL*QF). (42)
Since A? is injective (see Corollary 3.6), we deduce that w = 0. We now observe that
R _ R R R
<T£nw"’wn>L2(Q§) = ((Tg, — T¢ )wmwn>L2(Q§) +(T¢ wmwn>L2(Q§)
where
‘<(T§I: - TgR)wnawn>L2(Qéz) < ||IT# - TgR||L2(Qg)_>L2(Q§) == 0,
and
R n—oo
<T£ wn,wn>L2(Q§) — 0,
since TgR is compact. We then conclude that
R n—oo R _
(T wn, wn>L2(Q§) 225 (T w, “’>L2(ng§> =0, (43)

which contradicts (39) and proves (37). Now choose ¢ = 4 and recall that Af = I — Tf'. We obtain from
(36)

%Hu? - U?’NHQLz(Qg)%) < <A?(U? —udN),uf — U?’N> < Cllud — udM[uf - vl (44)

which implies
lug = ul N p2am < Cvé}g,g uf — 0| p2(am)- (45)
O]



It is possible to characterize the convergence rate due to the regularity result of Proposition 3.4 and the
following classical interpolation result (See for instance [18]). We here make precise the dependence on L
and R for later use in the analysis of the discretization of the full problem.

Lemma 3.8. If u € H{(QF), (u € R) then

1/2
d—1

1 1
N
lu = P ull p op) < E IV G lull e gy, forall - X< p. (46)

Proof. We give the proof for the reader’s convenience. For j € Z% let us denote by I(j) € Z¢

1(j)e = %; (=1,..d=land I(j)a= 2.
A d A\
lu=Pulfy = >0 QG @GOP =" Y.+ HOIP) @GP
JEBNEY (=1 jEL, |je|>Ne
d 1
) T T vy 14|11 2
—;(1_#[(]\[))7,\‘ Z (L+ LGP [as )l
- jeZda‘J£|>Nl
a 1
<N
—ZQHJWHMwwm,
which proves the Lemma. -

Combining Proposition 3.4, Lemma 3.8 and Theorem 3.7 we obtain the following theorem.

Theorem 3.9. There exists Ny € N® and a positive constant C > 0 that are independent of & such that,

4 1/2
1
lJud — ug’N”LQ(Q{f) <C <Z mw) I fell 22 any- (47)

=1
for all N > Ny.
To prove Theorem 3.7 we used some auxiliary results given in Lemma 3.10 and Lemma 3.11 below.

Lemma 3.10. The operator TgR in Lemma 8.5 is uniform Lipschitz continuous with respect to £, i.e.

ITE = T 2oy — 20z < ClIE= €] ()

for some constant C > 0 independent of §,¢" € [-F, T

Proof. To prove this lemma we use the norm in L2(Q(If‘) defined in (23). We first estimate the Fourier

coefficients of G? — G?, with respect to the periodic Fourier basis. For j = (J,j4), from (24) and (25) we
have

eBe (R cog 'n']d 1 & 2cos je —ty)) sin(&ﬂ)
GO =23 o OGP L e B0 a0 )
jezd 3V RJd —1 [ Je — ¢
(In this proof, & is used to indicate the {—component of £, £ = 1,--- ,d). Then,
— — B (R 1 ! 2 cos(m ft sin(&pLe
GE(t;0) — GE(t;0) ’ 2Ry Z 2 Coszﬁjd )2 H AL 2
iz k2 —lag(F)I* — (Fia) e &+ 2 7 (Je — te)
€0 con(j) ~1_y Reostatie — o) sin(€l ) o0
2 e - Fia? 18 G+ EGe— 1)

10



To simplify notation we set

eiBe DR cog(rmjg) — 1 and B, (©) ::dl:[1 2 cos(m(jie —tg))sin(&%).

A (§) = — ||04£(3)||2 _ (%jd)z ey & + 2 T, T (je —te)

So we can simply write (50) as

)é?(t 0) - GE(1;0) ‘ - 237’ 3 Ay — A;(€)B; ()]

JEZA

We now can prove that there exists positive constants Cy, Co, C3, Cy independent of &, £’ such that

, € — ¢l Cs
|A;(6) — A;(€)] < Cll I and }Aj(f)‘ < [T
, e €I ¢
B.(&) — B C d |Bj(
|Bj (&) — B;(€)] < 2H(7%+|j£fté|)’ and | ‘_ —5 4 lje — te])

So we finally have

|A;(€)B;(€) — A;(€)B;(€)] = [(A;(€) — A;(€"))B; () + A;(€)(B;(€) — B;(€))]
< |A;(&) — A;(E)1B; ()] + 1A;(€)|1B; (€) — B;(€))]
_ ol ¢
T+ G TS (=4 + Lge — tel)

Since

> L < C (51)

S (U IR T (=5 + e — )

So,

2R| Y A;(O)B;(€) — A (€)By(€)] < 2Ry Y [4;(6)B; () — 45(€))B;(€)] < 2RACCollé — €|

jezd, jezd

We then obtain . -
|GE(t;0) = GEt0)| < CllE = ¢ (52)

for some constant C' independent from £ and £’. Since VgR — Vg,% is a convolution operator
1 —
(VR Ve g(t;0) = ;(Gf(tao) GR(t 0))(t; 0).

We then have

(T = TNl 2ory = 1(VEE = VD (n = Dgllr2om) < CIIE =€ lllInlleellgll L2 (53)
which proves the lemma.
O
Lemma 3.11. Let £ € [—F, 7] and a sequence ({n)n such that {n — & as N — +oo then
lo = PN vll 2 opy =0, Vve L*(Qf). (54)

11



Proof. We first see that
v — PgﬂHL’A‘(Qg}) <v- Pg]VU”Lz(Qg) + HPgNU - PgVUHm(Qg})- (55)
Since ||lv — PéVUHLz(Qé%) — 0 as N — oo, it remains to prove that
||P£Nv - Pg,vHLz(Qg,) —0 as N — 0.

From (31) we have that

1P = P ol paqop = | }j'anu@w?—vmnu@wwth%Qﬁ
MELN
<l Z v(m:&n))ee ||L2(QR) +] Z o(m; En) (e — Sogv)Hm(ng)'
MELN mELN

We observe that

| @(m; &) — (msén )k ||L2(QR) S omi€) —vmien) P = Y |f95(1_eﬁ-@—sN))v(x)@gde

mELN MELN mELN

<11 = ) gy < 1= D ol

L2(Qf)
and
m 2 iz-(&— -~ . m |2
|3 0m e — o8 gy = 1€ 1) S oms 6n6 |2
mELN mELN
iz (E— no 02 iz (6— 2 2
SHe (¢ gN) - 1|‘Loo(ﬂll)?) ||P§N’U||L2(Q(I]?) S ||1 —¢€ (5 5N)HLoo(Q(J;?)H’U||L2(Q(I]%’.)'
We also see that ) N
||1 _ 1:6 (£—¢€n) ||2oo o = HQSIH (fg*f) HLOO(Q§) 0,
which proves the lemma. O

4 Discretization of the locally perturbed periodic problem and
convergence analysis

We now adress the discretization of the original problem (9). Let us set again fe = F f(-,£). The idea is to
perform first a discretization with respect to the Floquet-Bloch variable, then perform the discretization in
space as done in the previous section. We recall that @ € (L*([-F, £], HZ(€0)) and

Aa(;€) + E*nya(8) + E*(n —np)M(a) = fe inQo, E€[-F,F

56
M@:QﬂLAWWM@%imm (56)

7L’L]]

and that u can be reconstructed from % using (10).

4.1 Discretization and convergence in the Floquet-Bloch variable

We discretize the integral M (@) using the trapezoidal rule. Consider a uniform partition of [-%, Z] into
1191 M, sub-domains of size A&y x ... x A&y_y with A& := 21/(M¢Lg). Set M := (My,--- ,My_) € Z¢!
and define Z9, " == {j = (j1, -, ja—1), [~ 2] +1 < jo < [M],£=1,--- ,d — 1}. Here we use the notation

12



-| to denote the floor function and |a| = (|a1],...,|aq|) L a = (a1,...aq) € . e discretization points
d he fl f i d if R?. The di izati i

& = (1A&, - ja1D&—1); = (Ji, -+ 1 ja—1) € Z}i\;l.

are
Denote by @ (+;€;) an approximation of 4(-,&;). Then, using the fact that @(-, —7/L) = a(-, 7/L), we set
as discretized equations associated with (56) the following system: s (-;&;) € ng (Q0)
AfLM(’; fj) + k2np7jLM('§ E]) + kz(n - np)uM = ffj in Q(), ] € Z;iw_l
1 i , (57)
Uy = —— tp(5€5), in Q.
[M] Z J

Jezyt
Since supp((n — ny)unr) C QF, one deduces (using similar arguments as in establishing (17)) that system

(57) is equivalent to
Unr (565) — k2Ve, ((np — Daar (5€5)) — k2Ve, ((n — mp)unr) = = Ve, (fe,)  in L2(QF),
(58)

1 - .
uM = Z (&) in Q.
[[ ]] . d—1

JE€Ly
We will prove later that the function uy, constitutes in fact an approximation of u in QF. We recall that
ia(+;€5) can be extended to Qo using the first equation in (58) and then extended to all R? using the

quasi-periodicity property as
i (B +mL,2q); &) = D Sty (T, 24); ), @ = (T,xa) € Q, m € 21
Then we extend uy; to R? using the same formula as in the second equation of (58), namely
1
= (&) in RE
up [M] Z i (5€5) in

. d—1
JEZL Y\

We also define fj; as
1 o
fM = m Z f£J m R .
jezdt
(59)

In particular,
1 ; o _ _
up (T +mL, xq) = [13] E S G (T, 24);&5), @ = (T, xq) € Qy, m e 24!

Jezy

The following notation will be used

Qﬁ/f = UmEZ‘fVI’IQzW
Qs = U,peza-1Qm = ([ 5] + 3)L, ([ + 3)L] xR,

FZM = {J} € QM,.CL‘Z = ([—%] + %)L@}, FZM = {.I € QM,.’IJ[ = (%] —|— %)Lg}, V€ = 17. .. ,d_ 1
and the term M L—periodic will refer to periodic functions with respect to the first d — 1 variables with
period M L. To distinguish the notation for the space of M L—periodic we shall set, for m € N,

Hi y(RY) = Hi'y (RY)  and HE Q) = {ula,su € H (R}
We shall make extensive use of the following identity (that somehow occurs naturally from the conjugation
of the £ —quasi-periodicity with the use of the trapezoidal rule). For £, ¢' € Z‘f\zl
0 if £#£1
{ 7 . (60)

—i(mL)-(§&e—&p) — —i(m2r)-(e—£') _
e = e = .
Z mezz;;;l [M] if ¢=2¢

d—1
meZLy,
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Lemma 4.1. Let us define Gy - [[M]] Z]ezd 1 Ge;. Then Gy m € Li)M(Rd) and satisfies:

AGy v+ K Gyn =~ i Qur. (61)
Proof. This lemma can be proved using the Fourier representation of the £ —quasi periodic Green function.

Recall that the M L—periodic Green’s function, denoted by G /1, has the series representation (apply (15)
with ¢ =0 and L = ML)

Gur(r) =

Z 5, P (o () - T + 184 (leal), @ = (,za) € R? (62)
jeza-1

where  ax(j) = 2%, B Vk? — |ax(5)]?. Also recall that the {—quasi periodic Green’s function
G¢ has the series representation (15) Then, forming the expression of G'x »s we deduce

Gym = [[M]]Q[[L >y exp (i(& + F7) - T +1iy/k? = (& + T4)?|zal)

tezi1 jezi1 (fé'i‘%rj)g

2[[ML]]

2[[ML]] tezd=t jerd—1 (L J(¢,5))?

where J(£, ) := £+ Mj. We see that, span{J((,5),¢ € Z4 1,5 € 21} = 241 and J(01,j1) = J (L2, j2) if
and only if j; = jo and ¢; = ¢5. Therefore, reordering the summation, we get

> X Nz exp (37J(6,7)) T +iy/k2 = (3T (,9))?]al),

Gt = 37z Z G O o () T 64 ()leal) (63)

which clearly proves that G4 v = Garr- O]

We now introduce the potential Vi s with kernel G as:

Vemf(x):= - Gym(r—y)fly) dy. (64)

We have the following properties for the operator Vi as.

Theorem 4.2. 1. The volume potential Vi, is a linear bounded operator from L*(Qar) into H3, 5, (R?)
and for all g € L*(Qpr), u = Vg mg € Hi(QM) is the unique variational solution to: Au+k?u = —g

2. Letanr (&) be the solution to system (58). Then the function upr defined in (59) belongs to H# Q)
and verifies the following volume integral equation

Upr — k2V#7M((’I”L - ].)UM) = *V#,M(fM) m Lz(QM) (65)

Proof. Proving the first claim can be done similarly to Lemma (3.1). We now prove the second claim. We
first introduce the operator Vg : L2(Q%,) — L%(Q%,):

Veole)i= [ Gele =) . (66)
Then, Vg p = m Zjezlfw_l Ve, and if g € L?(R?) with compact support in Qf,

Ve, /wa dyf/ Ge,(z — 1)g(y) dy = Veg(a), Vo € R (67)

14



We now observe that for o(-; &) in L2(Qy) a & —quasi-periodic function with period L, we have

{ [M] Ve, (0(580))  if £ =14,

Ve (60 €0)) =
L6 = 4 el

(68)
To prove this claim we write,

Va6 = [ Gale—piterty = 3 [ Gale—pitredy

mezyr !
= 3 [, Cale it ety
mGZ;iul
= [, Cale vt dy | 3 e
mezyr !

Using property (60) we then obtain (68). Since n —n, has compact support in 2, then from (67) we have:

Ve, ((n = np)uar) = Ve, ((n = np)unr) . (69)

Since (n, — 1)aar(+; &) is &—quasi periodic with period L, then from (68) we have:

Ve, ((np — Dt (+5€0)) = [[M]}V&e(( —Danr(5€0) and Ve, ((ny — Daar(60)) =0, £# L.

Therefore, B
Ve, ((np — Dt (560)) = Ve, ((np — Duar) - (70)
Similarly we also get _
Ve, Jeo = Ve
Therefore
m(5€0) = K2 Ve, ((np — Dunr) = K2V, ((n = np)unr) = Ve, far - in Qu,

in other words,

m(5&0) = K Ve, (0= Dunr) = =Ve, faur,  in Qur (71)

Taking the sum with respect to £ € Zjl\gl we finally obtain
upns — KV ((n = Dung) = =V v fur, (72)
which proves the theorem. O

The following Corollary can be immediately deduced from Theorem 4.2, Lemma 4.3 and estimate (2).
Corollary 4.3. The function uy € H;(QM) and is solution to
Aup 4+ E*noupr = fur in Q. (73)
Furthermore, there exists a positive constant C' independent from M such that
||UMHH;(QM) < CllfmllL2(an,)- (74)
Due to the non vanishing imaginary part of k2, we now can formulate the following exponential conver-

gence result with respect to M that is a consequence of the exponential decay of the solution u. A proof of
this theorem can also be found in [4]. For the reader’s convenience, we here give a sketch of the proof.
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Theorem 4.4. Let f € E*(R?) such that e” I#Ilf € L2(RY) for some 7 > 0. Let u € H'(R?) be the
solution of (1) and upr € H#(QM) be the solution of (73). Then there exists 79 > 0 and a constant C
independent of M and f and T such that

lu = unr|| 1 @0y < C(e*““m MEV2) eI £ o ay + |1 f — fMHLa(Rd)) VO<T <. (75)
Proof. The first observation is that, if we set v = e”l#lu, then v satisfies

Av — 2T +— H i Vo + (K*n+ 72w = e"l7l f in RY,

It is easy to see (similarly to (2)) that
L erlel
V]| 2 (ray < TC(J(HB fllr2ay +27(| V| L2 (ray)
and
||VU||L2 (Rd) = (||€TH$HfHL2(Rd)HU||L2 Rd) + QTHVUHB(W))||v||L2(1Rd + |k2” + TQH|”||L2 (R)
(27’0)

Choosing 7o > 0 such that 1 — 7205 (oco+ |K*n + 731> +1) > 1/2 and 79 < 7* we get the existence of a
constant C'(7p) indenpendent from 7 such that

||A’U||2L2(Rd) + ||V’U||%_11(Rd) < CH@THfoHLz(Rd) YO0 <7< T0- (76)

Let us denote by (b = u|ri . and ¥, = u|ri . Then, from trace theorems and since ijM can be

identified as a part of Rd 1 there exists a constant C independent from j such that
OB (62 e+ N s aes ) < CUA s + 190 ) (77)

Since w := u — ups solves
Aw+E*nw=f— fyr in Qur,

_ —oF — o7
w|Fj':]VI w‘r* ¢
) d + =
an Wt~ ae i, = Y;
then, due to o > 0, there exists constant C’ > 0 independent from M such that

wl| 31 (@ < C/(Z (||¢i||H1/2(Fi )T ||¢i\|H vt )t 1f - fM||L2(QM)>. (78)
J

The result directly follows from combining (76), (77) and (78). O

4.2 Discretization in the spatial variable

The discretization procedure in the spatial variable is the same as the one discussed in Section 3.

4.2.1 Periodization of the coupled integral equations

To apply our method we first periodize the volume integral equations of system (58) in z4—direction and
get the following system.

afy (&) = K2V ((np = D)agy (5€5)) = B2V (0 —mp)uly) = =Vlife,  in L2(Qf),
R

J

Upr = m Z anr(565)- (79)
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From Lemma 3.2, the solution to equation (58) and the solution to equation (79) coincides in Q. Therefore,
the extension by quasi-periodicity of the solution to equation (58) coincide with the extension by quasi-
periodicity of the solution to equation (79) in Q%,. Let

R .
G#»M : [[Mﬂ Z G&J

J€Zy;

be the periodization of G4 »s in x4 direction. We introduce the volume potential ngle with kernel Gﬁ’M
as:

V#Mf / G#Mx_ y)f(y)dy. (80)

Then, following the same arguments as in the proof of the second item in Theorem 4.2, we obtain that
ull € L2(QF,) verifies:
upy = KV ((n—Dugly) = ViE iy fu in L2(Q4)). (81)

The link between the solution of the periodized equation (81) and the solution of (65) can be established
in a similar way as for {—quasi-periodic problems (apply the procedure with £ = 0 and a period = ML).
We here regroup these results:

Proposition 4.5. e Equation (65) has a unique solution ups € L2(Q,) for all far € L2(Q%,) if and
only if equation (81) has a unique solution uf, € L2(QF,) for all far € L2(Q%)).

o Let far € L2(QR)), ull € LE2(QL,) be the solution to (81) and up € L2(Q%,) be the solution to (65).
Then
uly =y in Q.

Moreover ull, € H;&(Qﬁ) and there exists a positive constant C independent of M and fpr such that:
”uﬁHHi(Qﬁ) < Cllfumllzz(an,)- (82)

The definition of Hj, (QF) is the same as H; (QF) with € = 0 and the period L replaced with M L. The
uniform bound with respect to M is a consequence of the following lemma that can be proved in the same
manner as in Lemma 3.3 using (26).

Lemma 4.6. Let s € N. The operator V o H (QF) — H;H(Qﬁ) is continuous. Moreover, there exists
a constant C' independent of M such that

”VqﬁMgHHi*'s(Qﬁ) = C||9||H;(Q§,)a Vg € Hi(ﬂﬁ)' (83)
Let us introduce for later use in the convergence analysis T4 ,, : L*(Q;) — L*(25) defined by
T yrg 1= KVE (1 — 1)g) (34)
and A% ), - L2(Qf)) — L*(Qf;) defined by

Aﬁ,Mg =g TiM@ (85)

Then, as straightforward consequences of Lemma 4.6 and the first item in Proposition 4.5 we get the
following.

Lemma 4.7. The operator T\, : L*(Qf;) — L*(Qf) is compact. The operator A%\ : L*(Qf;) —
L2(QF) is bounded and injective. Moreover, there exists a positive constant C independent of M such that

1A% gl 2o < Clll oo,
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4.2.2 Spectral approximation

Let @44 (5;¢;) € L*(QF) be the solution of (79). We consider & uM N ¢;) € TN an approximation of @5 (+; &),
which is solution to following variational equations

<u]V[ ( g]) >L2(QR) - k2<‘/ﬁlj((n1) - 1)aﬁN('§€j))7Ug>L2(Qé¥)

k2< n—np Aqu v§ > = _<‘/£};(f£j)7 >L2(Q Ry’ VUg € Tg (Qo) (86)
L2(Qf)
uﬁ’N is defined as
1 -
upg = iy (56)- (87)
[M] =~
JE€Ly

We now define 7, é\’ ¢, 88 the space of functions that are extensions by &;—quasi-periodicity of functions in
7 to the domain Q. We then set

N . N
Ty = Djepi Tyg,-
We extend @2 Y N &;) by &;—quasi-periodicity to QF,, which then can be considered as element of 7, #\' ¢

The function uﬁN is then extended to Qf, using (87). We now prove that uﬁ’N is also an approximation
of the solution uf, of equation (81) using the Fourier basis on Li (QEF).

We first observe that

7;(;&\771»1 = span{go;é,M, J € Z?M,N} (88)
where for J = (J,Jg) € Z¢ ' x Z
1 2m —
J (= .
T,xy) = ———=exp|i|—J ) T+i= Jx
<P#,M( d) SR[ML] P( (ML ) R d d>

and where Z4, v C Z% is defined for N = (N, Nq) € Z*~' x Z and M € Z4~* by

Zin ={J=(J,Jo) € 297 x Z [-&[] - MV 4 M +1 < T < [&]+ ¥ and — Ng/2+ 1 < Jg < Ng/2}.

This a consequence of the fact that for any J = (J,J4) € Z%"! we can uniquely associate a couple
(4, €) € Z% x 747" such that o
J=74+¢M and j; = Jg (89)
and that if (89) holds then
J o _ i OR
= in Qy;. 90
P, M [M] Pe, M (90)

We now can prove the following.

Theorem 4.8. The function uMN defined in (87) belongs to T?éVM and verifies

RN N RNy N _ R N N N
<“M aUM>L2(Qﬁ) - K <V# m((n— 1)“1\/1 )7UM>L2(Qﬁ) = = <V#,MfM,UM>L2(Qﬁ) , Yoy € T#,M'
(91)
Proof. Similarly to the proof of Theorem 4.2 let us introduce the periodized potential f/g; as
V57 / G57 x—y)g(y) dy. (92)
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Then, by definition, V#M = m Zjezifl ng' Since (n — np)uf/f’N has support in Qf, then

VE (0= mp)ufV) = V& (= my)uf™). (93)

As in the proof of Theorem 4.2, the main ingredient here is that for o(+; &) in L2(QF,) a £ —quasi-periodic
function with period L, we have

Dt _ | DAVEEGE) i et
s 0 i £
The proof of this property is the same as the proof of (68) and relies on identity (60). We then get
VE ((ny = Dag (36)) = VE (0 = Duf™)  and VE (fe,) =V (far). (94)
Combined with equation (86), we obtain that ﬂf/[’N(g &;) verifies

~R,N /| N 2/17R R,N N _ (7R N N N
(I 560,08 gy~ T = D) 08 gy = = (VT wl) el €T (99)

L2(Q0)
Thanks to the the quasi-periodicity property we deduce that
~R,N N 2/77R RNY) . N
(o ("gj)’”€j>mmg> =KV (0= D) 08 oo
= = (V& far v ar) Wl 4 e TV (QR), vm e Z47 96
< ngM Ve, M L2() Ve, M 5_7,JV[( m)s Vm M (96)

Taking the sum with respect to m we then obtain
~RN [ N 2/77R RN\ N _ R N N N
<“#,M('afj)v%> Tk (Ve <(” = Duyy ) Vg ) paan) = <Vsj fM’%> Vg, € Tie,-

(97)

L2(QF L2(Qn)

Using identity (60) we also get that if 9(-;&;) in L2(Q%,) is a ¢;—quasi-periodic function with period L then
(050,08, gy =0 i £# .
Therefore we can replace vl in (97) with any test function vy, € 7., That s,
~R,N ” R,N
<UM (';fj)’vz\l\/[[> - k2<V§Ij ((” — Duy; ) 7U1]\V/I>L2(Q§,)

= = (Vo)

L2(9f,)

N N
Lo’ Vunr € Ty - (98)

Now, taking the average with respect to j € Z%}l we obtain (91). O

4.2.3 Convergence analysis for spatial discretization

The convergence analysis is based on the interpretation of our discrete system (86) as the one obtained
with the discretization of the periodic problem with period = ML (Theorem 4.8). Indeed the following
convergence results for u4; implies uniform convergence results for each £ —quasi-periodic component. The
latter can be seen as a consequence of the results of Section 3.

Theorem 4.9. Let uf, € H' () and uiy™ € T, be solutions to (81) and (87) respectively. Then for

all positive M € N~ there exists No(M) € N¢ such that for all N € N4, N > Ny, uﬁN s uniquely defined
and there exists a positive constant C independent from M and N such that

R,N .
i~ oy <€ dnt oy — o lszcag (99)
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Proof. The proof of this Theorem can be seen as a consequence of Theorem 4.2.7 in [19]. The solution uf;

of (81) satisfies
<A£’MU§[,UM>L2(Q§I) = <—V£MfM,vM>L2(%), Vou € LA (QF). (100)

We then obtain from (91),

RNy N N N
<A# ar (udy — )aUM>L2(Q§/I) =0, Vo €Ty - (101)

Since upN — ol € T s> then <A§7M(uf/[ — ey e — v%>L2(QR =

M
R R RN\ R R,N R RN\ R N
<A#,M(“M — Uy ) unr — Uy >L2(Qg§) = <A# m(upy =y ), upy — UM>L2(Q§/I)
/ R,N
< Cllufy =iV | I — v 2oz - (102)
For a fixed M, let us define
uB BN

wi = M M : (103)

ludy — “M ||L2(Q§-]

For a given ¢ > 0, there exists No(M) € N? such that for all N > Ny

R,N
|<T# BN Wl >|<s (104)
This claim is proved by contradiction. Suppose that there exists a sequence wﬁ[’N/ such that
‘<T£Mwﬁ]v/ wﬁN >‘ > e. We see that (wﬁ’N/) is bounded in L?(Qf,) and therefore there exists a

subsequence, which we denoted by (wﬁN ), that converges weakly to w € L?(QF,). Observe that (by use

of (91)) ,
<A# My ’v>L2(Q§,) - <A§Z wgy v = P /v>L2(Qﬁ)

where Pg denotes the projection operator from L2 (Qﬁ) onto T#i\f - Taking the limit as N’ — oo implies

that w = 0 by the injectivity of AQM. The compactness of T;f’M then implies <T# Mwﬁ,wﬁN> —

<T£7Mw,w> = 0. This is a contradiction with ¢ > 0. Now, we choose ¢ = % in (104) and use that

Al =T =T 5 to deduce from (102) that:

2

R,N R,N R N
— — ) < CH — —
5 HUM Upy ‘LZ(QQ’,) S Cllupy — Uy 208 [ u vMHL"’(Qﬁ
Thus,
R,N N
— ’ < .
HUM Ung ‘LQ(QR) CU HelfTN H“M UMHLZ’(QI@I) (105)

O

It is now possible to immediately deduce the convergence rate thanks to the regularity result of Propo-
sition 3.4 and using the interpolation result of Lemma 3.8 with £ = 0, L replaced with M L and N, replaced
with M,N, (f =1,d— 1).

Theorem 4.10. Let uff, € H' Q) and upi™ € T#{M be verifying (81) and (87) respectively. Then for all
positive M € N1 there exists No(M) € N¢ and a positive constant C independent from M such that for
all N € N4, N > Ny,

d

1/2
[y —Uﬁ’NHm(Q]\RJ) <C (Z eSS ) 1faellz2an,)- (106)
=1
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4.2.4 A convergence result for a combined discretization

We are now in position to combine the previous convergence results and deduce a convergence result for
the discretization of our original problem. Let f € L?(R) with support in Q" and let u € H'(R?) be the
solution to (1) and uﬁ’N € TgM be verifying (87). We shall assume that there exists 7 > 0 such that

el f & L2(RY). (107)
To obtain the following convergence result, we first write the decomposition
=g = (u—ur) + (unr — ;")

We apply Theorem 4.4 to treat the term v — uy; and for the second term we first use Proposition 4.5 to see
that

Uup — uf/jN =ull - u]\R;I’N in QF,
then apply Theorem 4.10.
Theorem 4.11. For all positive M € N~ there exists No(M) € N¢ and two positive constants C and o
independent from M such that for all N € N%, N > N,

R,N
[l =y ||L2(ng

4 1/2
— 70 min Tollx 1
y < C | emmomin L2 emollel £ ooy + | F = farll2nn + (Z (1+N2)2> I £l 22 (re
=1 £

Indeed in this theorem we used that ||fasllz2(,) < [[fllz2rey. We also notice that || f — farllz2(q.)
converges exponentially fast to 0 as M — oo thanks to assumption (107). In the cases where f has compact
support, assumption (107) is automatically verified and fy; = f in Qj; as soon as the support of f is
contained in j;. Let us also note that the rate of convergence with respect to IV can be higher if additional
smoothness on the coefficients and the source term is imposed.

Theorem 4.12. Assume in addition that n € W™>(R%) and f € H"(R?) for some integer m > 0. Then,
for all positive M € N4=1, there exists No(M) € N¢ and two positive constants C and 7o independent from
M such that for all N € N4, N > N,

d

1/2
. 1
RiN —Tp Min T xr
lu—upi™ ([ pagan y < C | 7™ MR emolel g o gay + (1 F = farllL2 ) + (Z MW) 2l Ery nn)
=1 ¢

Proof. The proof of this theorem follows the same lines as the proof of theorem 4.11 and the observation
and that under the regularity assumption of the theorem, there exists a constant independent from M such
that

[ufll rzm @y < Cllfar lH (@)

The latter is a direct consequence of (81) and Lemma 4.6. O

5 Numerical Algorithm and Experiments
We first notice that for any function in L?(QE),
PIVES = VIR
Therefore, the discrete system (86) can be written as
i (5€5) = R2VE(PY ((np — Dty (5))) = RVE(PY (n—np)up™) = —VEPY 1)

R,N 1 ~RN (108)
W = b Yy 0 (1),
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The Fourier coefficients of ng'Pg v can be expressed as
— 1 — R
VPN (b)) = G (6:&)v(6:65).- (109)

The coefficients ég\j(é; &;) have explicit expressions given in (25). Writing (108) in the Fourier domain then
leads to simple algebraic equations for the &;-Fourier coefficients (the term {;-Fourier coefficients refers to
the values v(¢;&;) of a function v) of ﬂf/jN(g &;), which constitute the unkonwns of our problem. In these
equations one needs in particular to evaluate the &;-Fourier coefficients of

(np — D)an™ (&) and (n —ny)ups™ .

This step is numerically done using (inverse) FFT to evaluate first the nodal points of ﬂﬁ’N (+;&5) (from the &;-
Fourier coefficients) then FFT to compute the £;-Fourier coefficients of (n, — 1)125\%4’N(~; ¢;) and (n —np)uﬁ’N.

As in [16], we use the Matlab version of GMRES algorithm to invert the linear system in the Fourier
domain. In the numerical experiments below, we used a tolerance =10~". We also note that we did not
use any preconditioning of our system since our objective here is to rather give some preliminary validating
tests of the method in a two dimensional setting of the problem.

Example 1: Case of n, =1

We here consider the scattering problem described in Remark 2.1 for a locally perturbed homogeneous
domain, where the local perturbation is a disk of center 0 = (0,0) and radius r < min{%,x%}, which has
refractive index n > 1. Thanks to separation of variables we can calculate an analytic expression for the

solution as .
=Y B (Rl |a] <,

. (110)
w=> amH,(,p(k\:vDe‘mo |x] > r,
where,
s = D (k] 00" IO o (i) o ) 3 )
—vnd}, (kv/nlz)) Hy' (klz))+JIm (kv/nlz|) Hy (klz]) (111)

. . (1)’ g ’
5 D) ([0 e—in® — AHG) (klal) T (kla)) = HE) K|z T, (klz)
p 4 (kl2")) HE (k|| Jm (k v/l ) —v/md, (ky/nlz)) HSY (k)

Here 6° denotes the angle between z and z° and .J,,, and Hf,%) respectively denote the Bessel function and

the Hankel function of the first kind of order m. Figure 1 reports the results obtained using the numerical

approximation (right) and the one obtained using the analytic expression (left). These results correspond

with a refractive index n = 3, a wave number k = 7 + 0.1i, a period length L = 2, 2° = (0,2.5)\) where
2

A= Tl and r = 0.5\. For our numerical solution, we used h = 1.5\ and R = w\. We observe that we

obtain qualitatively the same solution.
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The analytical scattered wave at N = 256 The numerical scattered wave atN = 256

Figure 1: The analytic solution in Q% (left) and the numerical solution in Qf (right) for the first example
(here h = 3).

Figure 2-right reports the relative error for fixed N = 256 and varying M. We observe a fast convergence
rate with a rapid saturation of the error, meaning that the approximation error with respect to M becomes
smaller than the one with respect to V.

Figure 2-left indicates the behavior of the L?(Q%) error with respect to N (we choose Ny = Ny = N)) for
fixed M = 9. We observe that the slope of the log-log curve is —1/2 less than the predicted one (that should

be —2). We think that this is due to the fact that we do not evaluate exactly the {;-Fourier coefficients of

(n— np)u]\R;jN or those of (n — 1) f. In our algorithm, we first project the function on the nodal points then

evaluate numerically the FFT of the obtained discrete vector. Indeed in our convergence theorem we did
not take into account this type of error.

-1 T T T T -3.4 T T T T T T T

—+— ertor o
—6—y=-1.4727 x +3.1102

log of relative error for L2 norm
L

log of relative error for L2 norm
L |

Figure 2: Left: The L? relative error in Qg with respect to N when M = 9. Right: The L? relative error
in Qf with respect to M when N = 256.

To illustrate the effect of the numerical approximation of the Fourier transform of discontinuous functions
on the convergence rate, we compare in Figure 3 the error in evaluating VSR f with different methods in
computing the Fourier coefficients of f. Consider the piecewise constant f € L*(Qf) where f = 2 in Qf
and f = 0 otherwise. We first compute the convolution operator Fy := PgN V§R f using the exact Fourier
coefficients of f. We second compute Fy ~ PEN VgR f by evaluating the Fourier coefficients of f using FFT.
The Fourier coefficients of VER are exactly computed in both cases. In Figure 3 we report the L?(Qf) norm
of Ey = Fy — Fy,. and Exy = Fy — Fy,._ for N = 2" n=5,---,9 and with Ny, = 2'*. While the
rate of convergence is equal to the one predicted by the theory for En (Figure 3-left) we observe a non
monotone rate of convergence for Ey (Figure 3-right).
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-35

Log of absolute error for L2 norm
©
IS
T

Log of absolute error for L2 norm

1
&
o

i
b
sl
_to}
_11h
_12b -5

3 3,

—*— error
—6—y=-23924x+2.579

L L L L L L

5 4 5 55 6 6.

45 ogN) 5 3 35 4 45 ogN) 5 55 6 6.5
Figure 3: Left: The rate of convergence of Ey with respect to N when evaluating the convolution operator
using exact Fourier coefficients. The rate of convergence of Exn with respect to N when evaluating the
convolution operator using FFT.

Let us notice that the observation made for Figure 3 is less visible fore regular functions f as attested
by the following experiment.

In the experiment illustrated by Figure 4 we again consider the scattering problem with n, = 1 but
here the local perturbation (the support of n — 1) is a square w centered at the origin with an edge length
r = 0.6. We give in Figure 4 the convergence rate with respect to N (for M = 9) for three different
choices of the refractive index n inside the domain w: n = ny := 3, n = ny := 1+ 1 cos(Z%) cos(=%) and
n =mnz =1+ 2cos?(2) cos?(Z¥). The error is computed as the L?(2f) norm of u;" — uy;" ™ where
Npmax = 2% and N =27, n=5,--- 9. As we can observe, the correct rate of convergence is only observed
for the third choice of n. For the second choice, the rate is closer to the correct one (that should be 3) for

the first values of V.

-05 T T T - -6

—+—error —*— error ——eror
—6—y=-1.1055 x + 3.7291 —S—y=-21717 x + 040212 —©—y=-393x+6.9954

Log of absolute error for L2 norm
! L !
S

Log of absolute error for L2 norm
! !
Log of absolute error for L2 norm

55
log(N) log(N) log(N)

Figure 4: L%(Q%) norm of uﬁ’N —uﬁ’N‘“” where Nyayx = 2'%and N = 2", n =5,---,9 in the case of n = n;

(left), n = ng (middle) and n = ng (right).

Example 2: The case of local perturbation

We end our numerical examples with the case of locally perturbed periodic media where n, # n. The
experiment corresponds with a scattering from a point source as in the first example. The parameters
are the same except for the definition of n, and n. The choice of the refractive index n, is such that
n, = 3 in Bo(r), n, = 1 in Q2\Bo(r) and r = 0.5 * A\. The local perturbation is such that n = 1 in
Qg. We compare in Figure 5 the solution obtained by our numerical algorithm and the numerical solution
computed on Q% using the finite element code FreeFem++ with a periodicity conditions imposed of the
boundary of QF, for M = 9. We observe a slight difference between the two solutions that indeed comes
from difference between the two numerical schemes but also from the difference between fy; and f in Qj
where f = (n — 1)u,.
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- ‘ ‘ b o ‘

Figure 5: Left: Numerical solution obtained by finite element discretization of the periodic problem using
Freefem++. Right: Numerical solution obtained by our algorithm.

Uy

We illustrate in Figure 6 the convergence rate with respect to N by computing the L?(') norm of
R,N

— uﬁN‘“a" for M = 9 with Nyayx = 2" and N = 2", n = 3,---,7. We observe a rate of convergence

compatible with the one observed for the first example.

norm

error for L2

Log of absolute

log(N)

R,N R,Nmax

Figure 6: L2(Q%) norm of uy; " —uy; where Nyayx =2 and N = 27,n =3, ---,7 in the case of locally
perturbed periodic media and piecewise constant refractive index.
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