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**ABSTRACT**

Most existing methods in binaural sound source localization rely on some kind of aggregation of phase- and level-difference cues in the time-frequency plane. While different aggregation schemes exist, they are often heuristic and suffer in adverse noise conditions. In this paper, we introduce the rectified binaural ratio as a new feature for sound source localization. We show that for Gaussian-process point source signals corrupted by stationary Gaussian noise, this ratio follows a complex t-distribution with explicit parameters. This new formulation provides a principled and statistically sound way to aggregate binaural features in the presence of noise. We subsequently derive two simple and efficient methods for robust relative transfer function and time-delay estimation. Experiments on heavily corrupted simulated and speech signals demonstrate the robustness of the proposed scheme.

**Index Terms**— Complex Gaussian ratio; t-distribution; relative transfer function; binaural; sound localization

1. INTRODUCTION

The most widely used features for binaural (two microphones) sound source localization are the measured time delays and level differences between the two microphones. For a single source signal in the absence of noise, these features correspond in the frequency domain to the ratio of the Fourier transforms of the right- and the left-microphone signals. This ratio is called the relative transfer function (RTF) [1], and only depends on the source’s spatial characteristics, e.g., its position relative to the microphones. The log-amplitudes and phases of the RTF are referred to as interaural level differences (ILD) and interaural phase differences (IPD) in the binaural literature. Many binaural sound source localization methods rely on some kind of aggregation of these cues over the time-frequency plane [2–8]. The generalized cross-correlation (GCC) method [2] consists of weighting the cross-power spectral density (CPSD) of two signals in order to estimate their delay in the time-domain (CPSD phases and IPD are the same). A successful GCC method is the phase transform (PHAT), in which IPD cues are equally weighted. The popular sound localization method PHAT-histogram aggregates these cues using histograms [3]. In [5], a heuristic binaural cue weighting scheme based on signals’ onsets is proposed. In [4], both ILD and IPD cues are modeled as real Gaussians and their frequency-dependent variances are estimated through an expectation-maximization (EM) procedure referred to as MESSL. A number of extensions of MESSL have later been developed [6–8], including one using t-distributions for ILD and IPD cues instead of Gaussian distributions [6].

While all these methods rely on a weighting scheme of binaural cues, none of these schemes is based on the statistical properties of the source and noise signals. Though, intuitively, a low signal-to-noise-ratio (SNR) at microphones means that a specific cue is less reliable, while a high SNR means that this cue should be given more weight. In this paper, we prove that the ratio of two complex circular-symmetric Gaussian variables follows a complex t-distribution with explicit parameter expressions. In particular, for the binaural recording of a Gaussian-process source corrupted by stationary Gaussian noise, we show that the mean of the microphone signals’ ratio does not only depend on the clean ratio but also on the source and noise statistics. This observation naturally leads to the definition of a new binaural feature referred to as the rectified binaural ratio (RBR). The explicit distribution of RBR features provides a principled and statistically sound way of weighting and aggregating them. Based on this, we derive two simple and efficient methods for relative transfer function and time-delay estimation, and test their robustness on heavily corrupted binaural signals.

2. A COMPLEX-T MODEL FOR BINAURAL CUES

In the complex short-time Fourier domain, we consider the following model for a binaural setup recording a static point sound source in the presence of noise:

\[
\begin{align*}
\begin{cases}
m_1(f, t) = h_1(f, \theta)s(f, t) + n_1(f, t) \\
m_2(f, t) = h_2(f, \theta)s(f, t) + n_2(f, t)
\end{cases},
\end{align*}
\]

or equivalently

\[
m(f, t) = h(f, \theta)s(f, t) + n(f, t).
\]

(1)

Here, \( (f, t) \) is the frequency-time indexing, \( \theta \) is a vector of source spatial parameters, e.g., the source position, \( m(f, t) = [m_1(f, t), m_2(f, t)]^\top \in \mathbb{C}^2 \) denotes the microphone signals, \( s(f, t) \in \mathbb{C} \) denotes the source signal of interest, \( n(f, t) = [n_1(f, t), n_2(f, t)]^\top \in \mathbb{C}^2 \) denotes the noise signals and \( h(f, \theta) = [h_1(f, \theta), h_2(f, \theta)]^\top \in \mathbb{C}^2 \) denotes \( m(f, t) \) and \( n(f, t) \) are complex circular-symmetric Gaussian variables following the complex t-distribution of the form [9]:

\[
\mathcal{CT}(x; \alpha, \nu) = \frac{\Gamma((\nu+1)/2)}{\Gamma(\nu/2)} \frac{\nu}{\sqrt{\pi \nu}} \left(1 + \frac{\nu}{\nu + ||x||^2} \right)^{-\frac{\nu+1}{2}},
\]

where \( \Gamma(\cdot) \) is the Gamma function, \( \nu \) is the degrees of freedom, and \( \alpha \) is an additional parameter.

The complex t-distribution provides a principled and statistically sound way of weighting and aggregating cues in the presence of noise. In the next section, we define a new binaural feature based on the ratio of the microphone signals, and show that it follows a complex t-distribution in a specific parameter regime. We subsequently derive two simple and efficient methods for relative transfer function and time-delay estimation, and test their robustness on heavily corrupted binaural signals.
the acoustic transfer function from the source to the microphones. The function \( h(f, \theta) \) is of particular interest because it depends on the source position \( \theta \) but does not depend on the time-varying source and noise signals. Under noise-free and non-vanishing source assumptions, i.e. \( n(f, t) = 0 \) and \( s(f, t) \neq 0 \), it is easily seen that the binaural ratio \( m_2(f, t)/m_1(f, t) \) is equal to \( h_2(f, \theta)/h_1(f, \theta) = r(f, \theta) \), which only depends on the source position. This ratio can hence be used for source localization. The quantity \( r(f, \theta) \) is called relative transfer function (RTF) [1]. Its log-amplitudes and phases are respectively referred to as interaural level and phase differences (ILD and IPD).

In practical situations including noise, the ratio \( m_2(f, t)/m_1(f, t) \) does no longer depend on \( \theta \) only, but also on the source and noise signals \( s(f, t) \) and \( n(f, t) \). These signals are assumed independent, and we consider the following probabilistic models:

\[
P(s(f, t)) = CN_1(s(f, t); 0, \sigma_s^2(f, t)), \quad (2)
\]

\[
P(n(f, t)) = CN_2(n(f, t); 0, R_{nn}(f)), \quad (3)
\]

where \( CN_p \) denotes the \( p \)-variate complex circular-symmetric normal distribution, or complex-normal. Its density is [9]:

\[
CN_p(x; \mu, \Sigma) = \frac{1}{\pi^{p/2} |\Sigma|} \exp \left(-\frac{1}{2} (x - \mu)^H \Sigma^{-1} (x - \mu) \right),
\]

where \( {}^H \) denotes the Hermitian transpose. We assume that \( R_{nn}(f) \) is known and constant over time, i.e., noise signals are stationary. However, they are not necessarily pairwise independent and may thus include other point sources. On the other hand, the source signal is a Gaussian process with time-varying variance \( \sigma_s^2(f, t) \). This general model is widely used in audio signal processing, in particular for sound source separation, e.g., [10]. We now introduce the univariate complex t-distribution denoted \( CT_1 \):

\[
CT_1(y; \mu, \lambda^2, \nu) = \frac{1}{\pi \lambda^2} \left( 1 + \frac{|y - \mu|^2}{\nu \lambda^2} \right)^{-1+\nu}, \quad (4)
\]

where \( \mu \in \mathbb{C}, \lambda^2 \in \mathbb{R}^+ \) and \( \nu \in \mathbb{R}^+ \) are respectively referred to as the mean, spread and degrees of freedom parameters. This definition follows a construction of multivariate extensions for the t-distribution [11] applied to the complex plane. In the real case, the t-distribution arises from the ratio of a Gaussian over the square root of a Chi-square distribution. In the complex case, we alternatively show the following result:

**Theorem 1** Let \( m = [m_1, m_2]^T \) be a vector in \( \mathbb{C}^2 \) following a complex-normal distribution such that

\[
P(m) = CN_2 \left( m; 0, \begin{bmatrix} \sigma_{m_1}^2 & \rho \sigma_{m_1} \sigma_{m_2} \\ \rho \sigma_{m_1} \sigma_{m_2} & \sigma_{m_2}^2 \end{bmatrix} \right).
\]

Then the ratio variable \( y = m_2/m_1 \) follows a complex-t distribution such that

\[
P(y) = CT_1 \left( y; \frac{\sigma_{m_1}^2}{\sigma_{m_1}^2 + \sigma_{m_2}^2}, \frac{\sigma_{m_2}^2}{\sigma_{m_2}^2} (1 - |\rho|^2), 1 \right). \quad (5)
\]

Here, \( \rho = \mathbb{E}\{m_1 m_2^*\}/(\sigma_{m_1} \sigma_{m_2}) \) is the correlation coefficient between \( m_1 \) and \( m_2 \), and \( (.)^* \) denotes the complex conjugate. This result is consistent with that in [12] but we provide a simpler proof with better insight in Appendix A2.

**Theorem 2** can be directly applied to obtain an explicit distribution for the binaural ratio \( m_2(f, t)/m_1(f, t) \) under the model defined by (1), (2) and (3). However, both the mean and the spread of this distribution depend on the noise correlation and variances as well as the transfer functions in a way which is difficult to handle. We will therefore design a more convenient and somewhat more natural binaural feature by first whitening the noise signals in each observed vectors \( m(f, t) \), i.e., making them independent and of unit variance. Since \( R_{nn}(f) \) is positive semi-definite, it has a unique positive semi-definite square root \( R_{nn}^{-1/2} \). If \( R_{nn}(f) \) is further invertible\(^1\), we can define:

\[
Q(f) = R_{nn}^{-1/2}.
\]

By left-multiplication of (1) by \( Q(f) \) we obtain

\[
Q(f) m(f, t) = Q(f) h(f, \theta) s(f, t) + Q(f) n(f, t), \quad (7)
\]

\[
m'(f, t) = h'(f, \theta) s(f, t) + n'(f, t), \quad (8)
\]

where \( n'(f, t) \) follows the standard bivariate complex-normal \( CN_2(0, I_2) \). Note that \( h'(f, \theta) \) can only be identified up to a multiplicative complex scalar constant because the same observations are obtained by dividing corresponding source signals by this constant. Hence, we can assume without loss of generality that \( h'_1(f, \theta) = 1 \) and \( h'_2(f, \theta) = r'(f, \theta) \), where \( r'(f, \theta) \) is the relative transfer function (RTF) after whitening. It follows that, \( m'_1(f, t) = s(f, t) + n'_1(f, t), \sigma_{m'_1}^2(f, t) = \sigma_s^2(f, t) + 1 \) and \( \sigma_{m'_2}^2(f, t) = |r'|^2 \sigma_s^2(f, t) + 1 \). Moreover, since \( Q(f) \) is invertible, the original RTF can be obtained from \( r'(f, \theta) \) as the ratio of vector \( Q(f)^{-1}[1, r'(f, \theta)]^T \).

We can now use Theorem 1 to obtain that \( y'(f, t) = m'_2(f, t)/m'_1(f, t) \) follows the complex-t distribution:

\[
CT_1 \left( y'; \frac{\sigma_{s}^2(f, t)}{1 + \sigma_{s}^2(f, t)} \frac{1}{1 + |r'|^2 \sigma_{s}^2(f, t)}, \frac{\sigma_{s}^2(f, t)}{1 + \sigma_{s}^2(f, t)} (1 + |r'|^2 \sigma_{s}^2(f, t))^2, 1 \right). \quad (9)
\]

Interestingly, it turns out that the distribution of a binaural ratio under white Gaussian noise is not centered on the actual RTF \( r'(f, \theta) \), but rather on a scaled version of it which depends on the instantaneous source variance. This suggests to use the following more natural feature that we refer to as rectified binaural ratio (RBR):

\[
y(f, t) = \frac{1 + \sigma_{s}^2(f, t)}{\sigma_{s}^2(f, t)} \frac{m'_2(f, t)}{m'_1(f, t)}. \quad (10)
\]

This feature has the following distribution:

\[
P(y(f, t)) = CT_1 \left( y(f, t); r'(f, \theta), \lambda^2(f, t), 1 \right), \quad (11)
\]

where \( \lambda^2(f, t) = \frac{\sigma_{s}^2(f, t) + \sigma_{s}^2(f, t)}{\sigma_{s}^2(f, t)} \). \quad (12)

\(^1\)For the case where \( R_{nn}(f) \) is non-invertible, see Appendix A1.
which is centered on the RTF $r'(f, \theta)$. The spread parameter \(\lambda^2(f, t)\) is also important because it models the uncertainty or “reliability” associated to each RBR feature: the larger is \(\lambda^2(f, t)\), the less reliable is \(y(f, t)\). Since the noise variance is fixed to 1, we see in (12) that \(\lambda^2(f, t)\) tends to 0 when the SNR at \((f, t)\) tends to infinity, while \(\lambda^2(f, t)\) tends to infinity when the SNR approaches 0, which matches intuition.

3. PARAMETER ESTIMATION

3.1. Spread parameter

We consider the general case of time-varying source variances \(\sigma^2_s(f, t)\). This is more challenging than a stationary model but also more realistic since typical audio signals such as speech or music are often sparse and impulsive in the time-frequency plane. In this case, the calculation of RBR features (10) and of their spread parameter (12) requires the knowledge of instantaneous source and microphone variances at each \((f, t)\). A number of ways can be envisioned to estimate them. In this paper, we use the perhaps most straightforward approach: the instantaneous microphone variances \(\sigma^2_{m_{1}}(f, t)\) and \(\sigma^2_{m_{2}}(f, t)\) are approximated by their observed magnitudes \(|m'_{1}(f, t)|^2\) and \(|m'_{2}(f, t)|^2\). More accurate estimates could be obtained using, e.g., a sliding averaging window in the time-frequency plane as in \([10]\). However, this simple scheme showed good performance in practice. It leads to the following straightforward estimate for \(\sigma^2_s(f, t)\):

\[
\hat{\sigma}^2_s(f, t) = \begin{cases} 
|m'_{1}(f, t)|^2 - 1 & \text{if } |m'_{1}(f, t)|^2 > 1, \\
0 & \text{otherwise},
\end{cases} 
\]

from which we deduce \(\hat{\lambda}^2(f, t)\) using (12). \(\hat{\sigma}^2_s(f, t) = 0\) leads to \(\hat{\lambda}^2(f, t) = +\infty\), corresponding to a missing data at \((f, t)\).

3.2. Unconstrained RTF

Once the spread parameter is estimated, we are left with the estimation of \(r'(f, \theta)\) which is the mean of the complex t-distribution (12). The equivalent characterization of the t-distribution as a Gaussian scale mixture leads naturally to an EM algorithm that converges under mild conditions to the maximum likelihood \([13]\). Introducing an additional set of latent variables \(u = \{u(f, t), f = 1 : F, t = 1 : T\}\), we can write (11) equivalently as:

\[
P(y(f, t)|u(f, t)) = \mathcal{C}N_{3}(y(f, t); r'(f, \theta), \frac{\hat{\lambda}^2(f, t)}{u(f, t)}),
\]

\[
P(u(f, t)) = \mathcal{G}(1, 1),
\]

where \(\mathcal{G}\) denotes the Gamma distribution. At each iteration \((q)\), the M-step updates \(r'(f, \theta)\) as a weighted sum of the \(y(f, t)\)’s while the E-step consists of updating the weights defined as \(\omega^{(q)}_{ft} = \frac{1}{2\hat{\lambda}^2(f, t)} \cdot \mathbb{E}[u(f, t)|y(f, t); r'(q)(f, \theta)]\):

\[
\text{M-step: } r'(q+1)(f, \theta) = \frac{\sum_{t=1}^{T} \omega^{(q)}_{ft} y(f, t)}{\sum_{t=1}^{T} \omega^{(q)}_{ft}},
\]

\[
\text{E-step: } \omega^{(q+1)}_{ft} = \left(\hat{\lambda}^2(f, t) + |y(f, t) - r'(q+1)(f, \theta)|^2\right)^{-1}.
\]

The initial weights \(\omega^{(0)}_{ft}\) can be set to 1, although our experiments showed that random initializations usually converged to the same solution. Convergence is assumed reached when \(r'(f, \theta)\) varies by less than 0.1% at a given iteration. In practice, the algorithm converged in less than 100 iterations in nearly all of our experiments. Once an estimate \(\hat{r}'(f, \theta)\) is obtained, the non-whitened RTF \(\hat{r}(f, \theta)\) is calculated as the ratio of vector \(Q(f)^{-1}[1, \hat{r}'(f, \theta)]\).

3.3. Acoustic space prior on the RTF

In practice, when a sound source emits in a real room, the RTF can only take a restricted set of values belonging to the so-called acoustic space manifold of the system \([8]\). Hence, a common approach is to search for the optimal \(r'\) among a finite set of \(K\) possibilities corresponding to different locations of the source, namely \(r' \in \mathcal{R} = \{r_1', \ldots, r_K'\}\) where \(r_1'(f) = r'(f, \theta_1)\). From a Bayesian perspective, this corresponds to a mixture-of-Dirac prior on \(r'(f, \theta)\). Considering the observed features \(y\), we then look for the \(r_k'\) that maximizes the log-likelihood of \(y\) as induced by (11). Taking the logarithm of (4), this amounts to minimize:

\[
\hat{k} = \arg\min_{k=1:K} \sum_{t=1}^{T} \sum_{f=1}^{F} \log(\hat{\lambda}^2(f, t) + |y(f, t) - r_k'(f)|^2).
\]

We recover the robustness property that a data point with high spread has less impact on the estimation of \(r'\).

4. EXPERIMENTAL RESULTS

4.1. RTF estimation

We first evaluate the RTF estimation method described in Section 3.2 through extensive simulations. 160,000 binaural test signals are generated according to model (1), (2) and (3), under a wide range of noise and source statistics. Each generated complex signal corresponds to \(T = 20\) time samples in a given frequency. The variances of source signals are time-varying and uniformly drawn at random. Sparse source signals are simulated by setting their variance to 0 with a 50% probability at each sample. For each test signal, the noise variances and correlation are uniformly drawn at random, and the RTF \(r\) is drawn from a standard complex-normal distribution. The proposed method is compared to two baseline methods. The first one (Mean ratio) takes the mean of the complex microphone ratios \(m_2(f, t)/m_1(f, t)\) over the \(T\) samples of each signal. The second one (Mean ILD/IPD) calculates the mean ILD and IPD as follows:

\[
\text{ILD} = \frac{1}{T} \sum_{t=1}^{T} \log \left(\frac{m_2(f, t)}{m_1(f, t)}\right),
\]

\[
\text{IPD} = \frac{1}{T} \sum_{t=1}^{T} \frac{m_2(f, t)/|m_1(f, t)|}{m_2(f, t)/|m_1(f, t)|}.
\]

The RTF is then estimated as \(\text{exp}(\text{ILD}) \cdot \text{IPD}\). This latter type of binaural cue aggregation is common to many methods, including \([3,5,8]\). For fairness of comparison, the samples identified as “missing” by our method according to (13) are ignored.
by all 3 methods. Mean squared errors for various signal-to-noise ratios (SNR) and for both dense (left) and sparse (right) source signals are showed in Fig. 1. As an indicator of the error upper-bound, the results of a method generating random RTF estimates (Random) are also shown. Except at low SNRs (≤-5dB) where all 3 methods yield estimates close to randomness, the proposed method outperforms both the others. In particular, for SNRs larger than 15 dB, the mean squared error is decreased by several orders of magnitude and the RBR features performed best in 92% of the tests. Two facts may explain these results. First, as showed in (9), the microphone ratio is a biased estimate of the RTF under white noise conditions. This bias is further amplified for arbitrary noise statistics. Second, the baseline methods, as many existing methods in the literature, aggregate binaural cues with binary weights: each sample is classified as either missing or not. In contrast, the explicit spread parameter (12) available for rectified binaural ratios enables to weight observations in a statistically sound way.

4.2. Time difference of arrival estimation

Under free-field conditions, i.e., direct single-path propagation from the sound source to the microphones, localizing the source is equivalent to estimating the time difference of arrival (TDOA) between microphones. Indeed, for far enough sources, we have the relation $\tau \approx d \cos(\theta) F_s / C$ where $\tau$ is the delay in samples, $d$ the inter-microphone distance, $\theta$ the source’s azimuth angle, $F_s$ the frequency of sampling, and $C$ the speed of sound. In the frequency domain, the RTF then has the explicit expression $r(f, \tau) = \exp(-2\pi i \tau (f - 1) / F)$ where $F$ is the number of positive frequencies and $f = 1 : F$ is the frequency index. Let $R$ be the discrete set of RTFs corresponding to delays of $-\tau_{\text{max}}$ to $+\tau_{\text{max}}$ samples, and $R'$ the corresponding set after whitening, i.e., containing ratios of $Q(f)[1, r(f, \tau)]^T$. Given a noisy binaural signal, the method of Section 3.3 can be applied to select the most likely RTF $r'$ in $R'$ and deduce the corresponding TDOA. 4,000 test signals are generated using random 1 second speech utterances from the TIMIT dataset [14] sampled at $F_s = 16,000$ Hz. A binaural signal with a random delay of $-20$ to $+20$ samples between microphones is generated, before applying the short-time Fourier transform (64ms windows with 50% overlap). This yields $F = 512$ positive frequencies and $T = 32$ time samples. These signals are finally corrupted by random additive stationary noise of known statistics in the frequency domain using the same procedure as in Section 4.1. The proposed RBR-based approach is compared to the sound source localization method PHAT-histogram2 [3]. Results are displayed in Fig. 2. For SNRs higher than -6 dB, the proposed RBR method yields less than 0.4% incorrect delays, versus 10.1% for PHAT-histogram on the same signals. RBR’s average computational time is $80 \pm 6$ms per second of signal on a common laptop, which is about 3 times faster that PHAT-histogram using our Matlab implementations.

5. CONCLUSION

We explicitly expressed the probability density function of the ratio of two microphone signals in the frequency domain in the presence of a Gaussian-process point source corrupted by stationary Gaussian noise. This statistical framework enabled us to model the uncertainty of binaural cues and was efficiently applied to robust RTF and TDOA estimation. Future

---

work will include extensions to multiple sound source separation and localization following ideas in [4], and to more than two microphones following ideas in [15]. The flexibility of the proposed framework may also allow the inclusion of a variety of priors on the RTFs such as Gaussian mixtures, as well as the handling of various types of noise and source statistics.

A. APPENDIX

A.1. Non-invertible noise covariance

If the noise signals \( n_1(f,t) \) and \( n_2(f,t) \) in (1) have a deterministic dependency, \( R_{n,n}(f) \) is rank-1 and non-invertible. This is an important special case which may occur in practice when, e.g., the noise is a point source. Since \( R_{n,n}(f)^{-1/2} \) is then not defined, we replace the whitening matrix in (6) by \( Q(f) = \begin{bmatrix} 1/\sigma_{n_1}^2(f) & 0 \\ 0 & 1/\sigma_{n_2}^2(f) \\ -1/\sigma_{n_2}^2(f) & 0 \end{bmatrix} \), where \( \sigma_{n_1}(f) \) and \( \sigma_{n_2}(f) \) denote the variances of \( n_1(f,t) \) and \( n_2(f,t) \). It then follows that \( n_2(f,t) = 0 \) and that \( n_1(f,t) \) follows the standard complex-normal distribution \( \mathcal{CN}(0,1) \). All subsequent derivations in the paper remain unchanged, with the exception of (12) which becomes \( \chi^2(f,t) = \sigma_{m_2}^2/\sigma_4^2 \).

A.2. Proof of Theorem 1

We first prove the result for \( \rho = 0 \), i.e., when \( m_1 \) and \( m_2 \) are independent. Since \( [m_1, m_2]^T \) is jointly circular symmetric complex Gaussian, it follows that \( m_1 \) and \( m_2 \) are also complex Gaussian with \( m_1 \sim \mathcal{CN}(0, \sigma_{m_1}^2) \), \( m_2 \sim \mathcal{CN}(0, \sigma_{m_2}^2) \) [16], and \( S^2 = 2|m_1|^2/\sigma_{m_1}^2 \) follows a Chi-square distribution with 2 degrees of freedom [9]. These properties generalize their counterparts in the real case and can be easily checked by using the characterization of complex Gaussians as real Gaussians on the real and imaginary parts [16]. We can now use the property of circular symmetric Gaussians that states that if \( Y \) is \( \mathcal{CN}(0, \Sigma) \) then \( Y \) and \( Y e^{i\phi} \) have the same distribution for all \( \phi \). We deduce from this property that \( y = m_2/m_1 \) and \( z = m_2/|m_1| \) have the same distribution. Then, \( \sigma_{m_1}z = m_2\sqrt{2/S^2} \) is distributed as a complex Gaussian over the square root of an independent scaled Chi-square distribution, which is one of the characteristics of the complex t-distribution [11, Section 5.12]. It follows that \( \sigma_{m_1}z \sim CT_1(0, \sigma_{m_2}^2, 1) \). Therefore \( y \) follows \( CT_1(0, \sigma_{m_2}^2/\sigma_{m_1}^2, 1) \) which corresponds to Theorem 1 for \( \rho = 0 \). For the general case, we multiply \( m \) by matrix \( A = \begin{bmatrix} 1 & 0 \\ -\rho^* & \sigma_{m_1}/\sigma_{m_2} \end{bmatrix} \) so that \( \tilde{m} = Am \) is complex Gaussian with covariance matrix \( A \Sigma A^H = \sigma_{m_1}^2 \begin{bmatrix} 1 & 0 \\ 0 & 1 - |\rho|^2 \end{bmatrix} \).

We deduce from the previous case that \( \tilde{y} = \tilde{m}_2/\tilde{m}_1 \) follows \( CT_1(0, 1 - |\rho|^2, 1) \). We finally obtain Theorem 1’s result by noting that \( \tilde{y} = (\sigma_{m_1}/\sigma_{m_2}) y - \rho^* \).
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