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Discretization of Asymptotically Stable
Homogeneous Systems by Explicit and Implicit
Euler Methods

D. Efimov, A. Polyakov, A. Levant, W. Perruquetti

Abstract—Sufficient conditions for the existence and con-
vergence to zero of numeric approximations to solutions of
asymptotically stable homogeneous systems are obtained for the
explicit and implicit Euler integration schemes. It is shown that
the explicit Euler method has certain drawbacks for the global
approximation of homogeneous systems with non-zero degrees,
whereas the implicit Euler scheme ensures convergence of the
approximating solutions to zero.

I. INTRODUCTION

The problems of stability/performance analysis and con-
trol design for continuous-time dynamical systems are very
popular and important nowadays. If the system model is
linear, then the theory is very-well developed and plenty
of approaches exist to solve these problems. In many cases,
due to inherited nonlinearity of the plant dynamics, or due
to complex quality restrictions imposed on the controlled
system, the closed-loop stays nonlinear. Analysis and design
methods for such systems are demanded in many applications
and are quickly developing the last decades.

Homogeneous dynamical systems become popular since
they take an intermediate place between linear and nonlinear
systems [1]. They possess some properties of linear ones
(e.g. the scalability of trajectories), while being described by
essentially nonlinear differential equations, which add such
qualities as robustness to measurement noises, exogenous
disturbances and delays, or an increased rate of convergence
to the goal invariant set.

Frequently for a continuous-time system, after the analysis
or design have been performed, for verification or imple-
mentation, the system solutions have to be calculated in a
computer or in a digital controller (e.g. in a state observer).
For these purposes different numerical methods and dis-
cretization schemes are used [2]. Since homogeneous systems
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theory is expanding, there are many control or estimation
algorithms proposed recently, which possess an increased rate
of convergence with respect to linear systems (finite-time or
fixed-time convergences [1], [3]), that is why implementation
and derivation of solutions for such homogeneous systems
need an additional attention.

This paper opens a series of works devoted to applica-
tion of various discretization schemes for approximation of
solutions of homogeneous stable dynamical systems. Dif-
ferent conditions for the existence and convergence to zero
of solutions for the explicit and implicit Euler integration
schemes are obtained for homogeneous systems. It is shown
that application of the explicit Euler method for the global
approximation of solutions of homogeneous systems with
non-zero degree has some obstructions (see also [4]), and
the implicit Euler scheme has a better perspective (see also
[5], [6]). However, it is worth to stress that the implicit Euler
method has higher computational complexity than the explicit
one. Several conditions are proposed, which guarantee exis-
tence and convergence to zero of approximations derived by
the implicit Euler approach. The obtained results can be taken
into account regarding implementations of various fixed-time
or finite-time control and estimation algorithms [7], [8], [9],
(101, [11], [12], [13], [3].

The outline of this paper is as follows. The notation
and preliminary results are introduced in sections II and
III. Some basic properties and relations between solution
approximations are studied in Section IV. The convergence
and divergence conditions are established in Section V. Some
simple illustrating examples are considered in Section VI

II. NOTATION

Through the paper the following notation is used:

e Ry = {x € R: x > 0}, where R is the set of real
number.

e | - | denotes the absolute value in R, ||.| denotes the
Euclidean norm on R".

e A continuous function o : Ry — R, belongs to
the class IC if «(0) = 0 and the function is strictly
increasing. The function o : Ry — R belongs to the
class K if a € K and it is increasing to infinity.

o The identity matrix of dimension n xn is denoted as I,
and diag{r;}?_, is a diagonal matrix with the elements
on the main diagonal equal r;.



o A sequence of integers 1,2, ...,n is denoted by 1, n.

III. PRELIMINARIES

In this work the following nonlinear system is considered:
#(t) = f(z(t)), t 20, ()

where z(t) € R is the state, f : R” — R™ ensures forward
existence and uniqueness of the system solutions at least
locally, £(0) = 0. For an initial condition 2y € R™ define the
corresponding solution by X (¢, ) for any ¢ > 0 for which
the solution exists. If f is discontinuous, then the solutions
are understood in the Filippov’s sense [14].

Following [15], [16], [3], let Q2 be an open neighborhood
of the origin in R™.

Definition 1. At the steady state = = 0 the system (1) is said
to be

(a) stable if there exists such ( that for any zo € ) the
solution X (¢, z) is defined for all ¢ > 0, and for any € > 0
there is § > 0 such that for any z¢ € €, if ||zg] < ¢ then
| X (¢, z0)|| < € for all ¢ > 0;

(b)  asymptotically stable if it is stable and for any k > 0
and e > 0 there exists T'(k, €) > 0 such that for any z( € €,
if [|zo]] < & then || X (¢, x0)|| < e for all t > T'(k,¢€);

(c)  finite-time stable if it is stable and finite-time con-
verging from (1, i.e. for any xg € €2 there exists 0 < T < +00
such that X(t,zg) = 0 for all ¢ > T. The function
To(xo) = inf{T > 0 : X(t,xzg) = 0 Vt > T} is called
the sertling time of the system (1);

(d)  fixed-time stable if it is finite-time stable and
sup,, cq To(wo) < +00.

The set 2 is called the domain of stability/attraction.

If Q = R”, then the corresponding properties are called
global stability/asymptotic stability/finite-time/fixed-time sta-
bility of (1) at z = 0.

Similarly, the stability notions can be defined with respect
to a compact set, by replacing the distance to the origin in
Definition 1 with the distance to an invariant set.

A. Weighted homogeneity

Following [17], [1], [18], for strictly positive numbers r;,
i = 1,n called weights and A\ > 0, define:

o the vector of weights v = (r1,...,72)7, Tmax
maxi<j<n7j and rpi, = ming<;<, r;;

o the dilation matrix function A,.(\) = diag{\""}"_,,
note that Vo € R™ and VA > 0 we have A,(N)z =
Atz ..., Ara,) T

o the r—homogeneous norm |z||, = (31, |xz|%)% for
any x € R™ and p > 7.y, then there exist 0,7 € K
such that

a(llzll») < llzll <@(llzll-) Vo R

o the sphere and the ball in the homogeneous norm
Si(p) = {z € R : ||, = p} and B,(p) = { €
R™ : ||z||» < p} for p > 0.

Definition 2. A function g : R” — R is r—-homogeneous
with degree |1 € R if Vx € R™ and VYA > 0 we have:

A g(Ar(N)z) = g().

A vector field f : R™ — R" is r—homogeneous with degree
v € R, with v > —ry;, if Vo € R™ and VA > 0 we have:

ATVATT N F(A(N)2) = f(2),

which is equivalent for i-th component of f being a
r—homogeneous function of degree r; + v.

System (1) is r—homogeneous of degree v if the vector
field f is r-homogeneous of the degree v.

Theorem 1. [17], [I9] For the system (1) with
r—homogeneous and continuous function f the following
properties are equivalent:

o the system (1) is (locally) asymptotically stable;

o there exists a continuously differentiable
r—homogeneous Lyapunov function V : R™ — R such
that

ar(([z]]) < V(z) < ax(llzll), LV () < —a(lz]]),
APV (A-(Nx) =V (), t> rmax,

Ve € R™ and YA > 0, for some ay,as € Ko and
a e K.
The requirement on continuity of the function f has been
relaxed in [20] (the function V can still be selected smooth).

IV. EULER SCHEMES

If it comes to calculate solution X (¢, zo) of the system (1)
for some initial state xg € R"™, then different discretization
schemes are used, where the most popular one is the dis-
cretization obtained by applying the Euler method (explicit
or implicit) [2]. To this end, define a sequence of time instants
t; =4h for i = 0,1,... and h > O (the discretization step),
and denote by x; = X (¢;, o) the value of the solution of (1)
at the corresponding time instant (i.e. x9 = z(tg) = x(0)),
then its approximation calculated in accordance with the
explicit Euler method is given by [2]:

Tip1 = x; + hf(x;) 2)

for ¢ = 0,1,..., while the approximation calculated by the
implicit Euler method comes from [2]:

Tiv1 =i + hf(xit1) 3)

fori = 0,1, ... Note that formally a different notation should
be used in (2) and (3) for the exact solution X (¢;,x) and
its approximation x;, but since in this work the problem
of approximation accuracy is not considered, and it is well
known fact that with h — 0 both methods approach the
real solution [2], then the same symbol will be used in the
sequel, where the problem of convergence to zero of the
approximations derived in (2) and (3) is studied for stable
and homogeneous system (1):



Assumption 1. Let (1) be r--homogeneous with a degree v
and globally asymptotically stable.

To proceed we need to establish some properties of solu-
tions in (2) and (3).

A. Existence of approximations

Existence of some z;1; € R™ for any z; € R™ in the
explicit case (2) is straightforward, but it is not the case of
(3). From homogeneity property we can obtain the following
result.

Proposition 1. Let system (1) be r--homogeneous with a
degree v # 0. Let for any xo € S,(1) and all h > 0 there
exist sequences {x;}52, obtained by (2) or (3) with initial
state xq. Then for any discretization step h' > 0 and for any
yo € R™ there exist sequences {y;}5°, generated by (2) or
(3) with the step h' and the initial state y.

All proofs are excluded due to space limitations.

Thus, if there exist sequences x;, ¢ > 0 generated by (2)
or (3) with initial state =y € S,-(1) for any A > 0, then some
sequences y;, ¢ > 0 will exist for any yo € R™ and any step
h > 0, but it is hard to make a conclusion about boundedness
or convergence of these sequences y;, @ > 0.

In general case, it is difficult to provide some simple
conditions for existence and uniqueness of solution of the
equation (3). Homogeneity simplifies some derivations.

Proposition 2. If the function f : R™ — R"™ is con-
tinuously differentiable outside the origin, r--homogeneous
of degree v # 0 and there exists hy > 0 such that
det <In - ho%(;)) # 0 for all x € R™\ {0}, then for n > 2
the equation (3) has a solution with respect to x;11 € R"
for any x; € R™ and for any h > 0, additionally, for n > 3
the solution is unique.

B. Relations between approximations obtained for different
steps and initial conditions

The main result is as follows.

Proposition 3. Let system (1) be r--homogeneous with a
degree v. If {x;}52, is a sequence generated by (2) or
(3) with the step h and the initial state x(, then for any
A >0 y; = A(Nax; is a sequence obtained by (2) or
(3), respectively, with the step A\™"h and the initial state
Yo = A (N)xo.

Note that y; is an approximation of the exact solution
X (A\""hi,yo) for shifted instants of time. The following
corollaries can be established.

Corollary 1. Let system (1) be r--homogeneous with a degree
v = 0. Let for all xo € S, (1) there exist sequences {x;}52,
obtained by (2) or (3) with the step h > 0 and the initial
state xq possessing one of the following properties:

(a) supisg ]| < oo

Then for any yo € R™ there exist sequences y;, i > 0
generated by (2) or (3) with the step h and the initial state
Yo possessing the same property.

Corollary 2. Let system (1) be r--homogeneous with a degree
v # 0. Let there exist pg > 0 and hg > 0 such that for any
xo € Syp(po) the sequences {x;}2, obtained by (2) or (3)
with the step hy and the initial state x( possess one of the
following properties:

(a) sup;>g [|zi]| < +o0;
(b) lim; 400 x; = 0.
Then for any yo € R™ the sequences obtained by (2) or (3)

-V
with the step hg (‘%%) and the initial state yo possess

the same property.

The results of corollaries 1 and 2 show advantages and
limitations of the Euler method application for calculation
of solutions of homogeneous systems with different degrees.
For the case v = 0 the properties of approximation z;
depend on size of the step h, while for v # 0 if a scheme
provides approximation of solutions for some h, then similar
properties can be obtained for any initial condition with a
properly scaled step h'.

Corollary 3. Let system (1) be r--homogeneous with a degree
v # 0. Let for any xo € R™ and some h > 0 there exist
sequences {x;}2, obtained by (2) or (3) with initial state
o possessing one of the following properties:

(a) sup;>g [|zi]| < +o0;

Then for any discretization step h' > 0 and for any yo €
R™ there exist sequences {y;}2, generated by (2) or (3)
with the step h' and the initial state yo possessing the same
property.

Thus, for v # 0 if a scheme provides approximation of
solutions globally for some h, then similar properties can be
obtained for any step h’. The latter is impossible in general,
thus using only homogeneity a global result for the case v #
0 cannot be obtained for (2) or (3).

V. CONVERGENCE OF SEQUENCES {x;}$2, GENERATED
BY EULER METHODS

In this section we only study the stability features of
{z;}72,. The quality of the corresponding approximations
of the continuous-time solutions X (t,z) by {z;}32, is
considered in the next section.

According to Theorem 1 (see [19], [20]), under Assump-

tion 1 for the system (1) there is a twice continuously
differentiable and r--homogeneous Lyapunov function V :



R™ — R, of degree x> —v such that

£e8,(1)
_ e [2V©)
0<b= sup < +o0, €]
£€B.(1)
c1 = inf V(£), co= sup V(&)
' ees ) ©), e cesit) )

allzlf <V(z) < coflzlli Vo e R™

A. Convergence of explicit Euler scheme (2)

Let us take the discretization step 2 > 0 and consider
the behavior of V' on the sequence generated by (2). For this
purpose define z; = A, (A\)y; withy; € S,.(1) and A = ||z;]|,:

Vi(ziy1) = Vi(@i) = V(i + hf(z:)) = V(zi)
= MV (yi + Nhf(yi)) = V(ys)]

= \VThp agé&) f(yi)

for £ = y; + N of(y;) with ¢ € [0,h] and the mean value
theorem has been used on the last step. Note that

a(ll€llr) < Nl < Nlyall + llsll ell f (i)l
<o(1) + gl

for g = sup,cg, IIf(y)]]- Next,

V(@iy1) — V(xi)
v (§)
+T§

< RNV —a + g

= AR

a‘gi(yz)f(yz)

OV (y;)
(yz) - W f(yz)}
Ve v,

¢ dyi
‘W(yl) | < k[|€—y;|| where k > 0 is the Lip-
aV(g) on the set B,.(c~[a(1) +g|z;||“h])
(note that &, y; € Br(g_l[ﬁ(l) + gllz;[[7'h])), then

V(@ig1) — V(2i) < A TH{—a + gk||€ — yi||}
< hA T {—a + gkX ol f(yi) ||}
< WAV TR —a + g2 kXY R},

Since || =5 BV(S

schitz constant of

Therefore, the condition of convergence for (2) is

y a
Nh< 5)
where in the right-hand side all constants are independent on
the discretization approach. If (5) is satisfied, then V (x;41) <
V(x;), or ||zita|lr < (7 te2)/#||x;] . The following results

can be easily obtained next.

Theorem 2. Let Assumption 1 be satisfied with v = 0,

then there exists the discretization step h > 0 such that

the sequences {x;}5°, obtained by (2) for any initial state

xo € R™ and the step h possess the following properties:
(a) ||z:ill» < Yllzolr for all i > 0 for some v > 1;

Theorem 3. Let Assumption 1 be satisfied with v < 0, then
for any p > 0 there exist the discretization step h, > 0 such
that the sequences {x;}32, obtained by (2) for any initial
state xo ¢ B,.(p) with a step h < h, possess the following
properties:

(a) llz:illr < yllzollr for all i > 0 for some v > 1;

(b) there exists iy, > 0 such that z;, € B.(p).

As follows from Theorem 3, in the case v < 0 for any
h > 0 the explicit Euler scheme provides for the global
convergence into some homogeneous ball B,.(p), and p — 0
as h — 0. A similar result from [18] also states that the
radius p is proportional to h~1/¥.

Theorem 4. Let Assumption 1 be satisfied with v > 0, then
for any p > 0 there exists the discretization step h, > 0 such
that the sequences {x;}32, obtained by (2) for any initial
state xo € B,.(p) with a step h < h, possess the following
properties:

(a) lz:illr < yllzollr for all i > 0 for some v > 1;

As follows from Theorem 4, in the case v > 0 for any
h > 0 the explicit Euler scheme provides for the asymptotic
convergence to zero in some B,.(p), and p — oo as h — 0.
It can be shown that the radius p is proportional to h=/%.

B. Convergence of implicit Euler scheme (3)

Exactly the same results can be obtained for (3). Defining

Tip1 = Ar(N)yir1 with yigy € Sp(1) and A = [[2i41 ]|, we
obtain
V(zig1) — Vix) = V(zig1) — V(zigr — hf(2ig1))
=MV (yir1) = V(Wis1 — Xhf(Yis1))]
vy, OV (€
w2 )
for £ = yir1 — A\ of(yit1) with o € [0, h] after application

of the mean value theorem on the last step. Next, similarly

a(lgll-) <o) + gllzial7h,
and
V(&) IV (yiv1)
Vix; —V(x;) < RNV TH{—a 4+ - .
(vi1) = V() ot gl =g = 5,20
Let £ > 0 be the Lipschitz constant of a\g(g) on the set

B, (a7 1[F(1) + gl||lwit1]|“h]), then as before

V(wig1) — V(w) < AN TH{—a + g* kA" L},

and (5) is the condition of convergence for (3).

More advantageous conditions can be obtained by impos-
ing some additional but mild restrictions (we also assume
that solutions exists, i.e. the conditions of Proposition 2 are
satisfied).

Theorem 5. Let Assumption 1 hold, V R®™ — Ry
be a continuously differentiable r--homogeneous Lyapunov



Sfunction of degree (i for the system (1). Then for the sequence
{x;}5°, generated by the implicit scheme (3) with any step

h > 0 and any vo € R", the sequence {V(x;)};5 is
monotonously decreasing to zero provided that
(z—y, f(x) # [z =yl - [|f ()] (6)

Sor x # y such that x,y € {z € R™:

V(z) =1}

It is easy to show that if the level set of the Lyapunov
function V' is convex the condition (6) of this theorem holds.

Note that a time-varying step can be used in the theorem
conditions.

C. Divergence of explicit Euler scheme (2)

A consequence of corollaries 2 and 3 is that the Euler
methods cannot be used for approximation of solutions of r-
-homogeneous systems (1) for a degree v > 0 far outside and
for v < 0 close to the origin. This fact also can be proven
rigorously (see also [4]).

Theorem 6. Let Assumption 1 be satisfied with v # 0, then
for any h > 0 there exist p,, > 0 and ~, > 0 such that
lzillr > Yrllzollr for all i > 0 and all sequences {x;}52,
obtained by (2) for xo € B,(py) \ {0} if v < 0 and zo ¢
Br(ph) lf” > 0.

Remark 1. Note that in the proof of Theorem 6, for the case
v > 0, a divergence to infinity is shown for any h > 0 for all
xo & By(pp) with properly selected pp, > 0. The divergence
rate can be estimated as follows for any ¢ > 0:

1 1/p
il > (g) il

which is exponential if ¢ > % > 1 (in general, a finite-time
escape is possible, but it is not obtained). The result of this
theorem can also be reformulated as that for any p;, > 0 there
exist the discretization step A > 0 such that the trajectories
diverge for xg ¢ By(pp) if v > 0 and for xg € B,-(pp) \ {0}
if v <0.

Theorems 3, 4 and 6 provide a complete characterization
of properties of the explicit Euler method (2): for the case
v # 0 the Explicit method cannot be applied globally (for
the original system the origin is globally attractive and stable,
but for {z;}2, obtained by (2) these global properties are
lost for any v # 0). Theorem 5 shows that actually under (6)
the implicit Euler method (3) can be used.

VI. EXAMPLES

The series of obtained mathematical results can be illus-
trated as follows.

Example 1. Consider a scalar stable linear system

T = —x,

which is homogeneous of degree v = 0 for r = 1. Its

discretizations (2) and (3) can be written as follows:
zip1 = (1 — h)x;,
zip1 = (L+h) ey

Thus, the scheme (3) is always converging in this example
(by Theorem 5, since the system has a Lyapunov function
V = 22 for which the condition (6) is satisfied), but (2) is
diverging for any h > 2 (an illustration for Corollary 1).

Example 2. Consider a scalar stable nonlinear system
= —|z|x,

which is homogeneous of degree v =2 > 0 for r = 1, with
its corresponding discretizations (2) and (3):

Ii+1 = (1 = hlzi)zi,

Tit1 = 2h(v4h\xl\ + 1 — 1)sign(z;).

Then the explicit scheme (2) is converging for any A > 0
with |z;] < 2h~1 (theorems 4 and 6), while the implicit one
(3) is converging globally (by Theorem 5 with V = z2).

Example 3. Consider another scalar stable nonlinear system
@ = —|a|™sign(),

which is homogeneous of degree v = —0.5 < 0 forr =1,
with its corresponding discretizations (2) and (3):

Zi+1 =(1- h\xi\fo's)fﬂi,

\/4|a:z| + h? —

Then the explicit scheme (2) is converging for any h > 0 with
|z;] > 0.25h2 (theorems 3 and and 6), while the implicit one
(3) is converging globally (by Theorem 5 with V = x2).

Ti41 = 51gn 1‘,

VII. CONCLUSIONS

In this work a set of results has been obtained devoted
to application of the explicit and implicit Euler methods for
discretization of asymptotically stable homogeneous systems.
The paper main contributions can be summarized as follows:

« Basic properties deduced for implicit and explicit Euler

methods by homogeneity for different values of homo-
geneity degree v:

— Homogeneity simplifies analysis of properties of the
obtained discrete approximations of solutions, and
there is a certain scalability between approxima-
tions calculated for different initial conditions and
discretizations steps (Proposition 3).

— For the case of v = 0 the properties of solution
approximations are dependent on the discretization
step value, and convergence to zero of the scheme
for one value of the step does not imply the same
property for another one (Theorem 2). However,
verification of a global convergence can be per-
formed on a sphere, if for the given discretization



step the approximation converges to the origin

for all initial conditions on the sphere, then the

convergence is preserved for any initial conditions

(Corollary 1).

— For the case v # 0, convergence to the origin
or boundedness of approximations obtained for all
initial conditions on a sphere implies the same
property for any initial condition with a properly
selected discretization step (Corollary 2).

* In the case of ¥ < 0 it has been proved that
the approximations globally converge to some
vicinity of the origin (Theorem 3). The vicinity
contracts to 0 as the Euler step tends to 0.

* For the case v > 0, it has been proved that
for sufficiently small steps the approximations
locally converge to zero in some vicinity of the
origin (Theorem 4). The vicinity covers all state
space as step tends to 0.

o For the case v # 0 global application of the explicit
Euler scheme is troublesome since for any value of the
step it becomes unstable for sufficiently small (v < 0)
or big (v > 0) initial conditions (Theorem 6). Of course,
for v < 0 convergence to a vicinity of the origin, which
is shrinking when discretization step approaches zero
[18], can be accepted in many applications, while global
divergence for v > 0 should be strictly avoided.

o For the implicit Euler scheme it has been proved, under
an additional mild condition, that solutions always exist
for any initial conditions and discretization steps (Propo-
sition 2). In addition, the approximations are converging
to zero for any initial conditions and discretization steps
if the level set of the Lyapunov function of the system
is convex (Theorem 5). However, the implicit Euler
method has a higher computational complexity than the
explicit method, which is the price to pay for all its
advantages. Thus, for v < 0 and for a sufficiently small
discretization step the explicit Euler method can be a
reliable choice.

e For v < 0 the explicit Euler method can be used outside
of a vicinity of the origin and next switching to the
implicit Euler methods is reasonable, in order to demon-
strate convergence to the origin (initial application of the
explicit method is motivated by its lower computational
complexity).

Future directions of research will include analysis of applica-
bility of Euler methods for locally homogeneous systems, as
well as analysis of properties of other methods for approxi-
mation of solutions of homogeneous systems.
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