
HAL Id: hal-01370381
https://inria.hal.science/hal-01370381v1

Submitted on 22 Sep 2016

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Authorship Attribution for Forensic Investigation with
Thousands of Authors

Min Yang, Kam-Pui Chow

To cite this version:
Min Yang, Kam-Pui Chow. Authorship Attribution for Forensic Investigation with Thousands of
Authors. 29th IFIP International Information Security Conference (SEC), Jun 2014, Marrakech,
Morocco. pp.339-350, �10.1007/978-3-642-55415-5_28�. �hal-01370381�

https://inria.hal.science/hal-01370381v1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Authorship Attribution for Forensic Investigation
with Thousands of Authors

Min Yang, Kam-Pei Chow

Department of Computer Science, Faculty of Engineering
The University of Hong Kong, Hong Kong

{myang,chow}@cs.hku.hk

Abstract. With the popularity of computer and Internet, a growing
number of criminals have been using the Internet to distribute a wide
range of illegal materials and false information globally in an anonymous
manner, making criminal identity tracing difficult in the cybercrime in-
vestigation process. Consequently, automatic authorship attribution of
online messages becomes increasingly crucial for forensic investigation.
Although researchers have got many achievements, the accuracies of au-
thorship attribution with tens or thousands of candidate are still rel-
atively poor which is generally among 20%~40%, and cannot be used
as evidence in forensic investigation. Instead of asserting that a given
text was written by a given user, this paper proposes a novel authorship
attribution model combining both profile-based and instance-based ap-
proaches to reduce the size of the candidate authors to a small number
and narrow the scope of investigation with a high level of accuracy. To
evaluate the effectiveness of our model, we conduct extensive experiments
on a blog corpus with thousands of candidate authors. The experimental
results show that our algorithm can successfully output a small number
of candidate authors with high accuracy.

1 Introduction

With the development of Internet technologies and online social network, web
services (e.g., emails, blogs, forums and micro-blogs) become a means by which
new ideas and information spread rapidly. However, since people on the virtual
space do not need to provide their real identities, accurate automatic authorship
attribution of anonymous documents is increasingly requisite in various cyber-
criminal scenarios, including online fraud detection, terror message origination,
article counterfeit and plagiarism detection. Authorship attribution techniques
can assist law enforcement to discover criminals who supply false information in
their virtual identities, and collect digital evidence for cybercrime investigation.

Automatic authorship attribution is a problem of computationally inferring
the author of an anonymous text or text whose authorship is in doubt[15]. Gener-
ally, authorship attribution approaches fall into two major categories: the profile-
based approaches and the instance-based approaches[3,4,14,22]. For the profile-
based approach, a single representation (i.e., profile) is produced for each author



using training data. Each text of unknown authorship is then compared with
the profile of each author and is assigned to the most likely one. The profile-
based approach is able to handle very short texts since they concatenate all
the texts by the same author. For the instance-based approach, it produces one
representation per training text, and a classification model is built to estimate
the most likely author of a anonymous text. Compared with the profile-based
approach, the instance-based approach is easier to combine different text repre-
sentation features, and it is more robust when the size of candidate authors set is
large. Further study[12] shows that profile-based and instance-based approaches
could be complementary to each other, and combining these two approaches can
significantly improve the performance of author attribution.

Most of the previous works on authorship attribution focus on formal texts
with only a few possible authors by applying statistics [3] and machine learn-
ing approaches [4,14,22]. Unfortunately, this version of the authorship attribu-
tion problem dose not often arise in the real world. Recently, researchers have
turned their attention to informal texts (e.g., emails and social blogs) and tens to
thousands of authors [17,11,19,16,12,10,20]. For example, Koppel et al. [10] use
similarity-based methods along with multiple randomized feature set to achieve
high precision when the set of known candidates is extremely large (many thou-
sands). To conquer the challenge that there are not enough labeled examples to
construct an accurate classifier, some semi-supervised learning approaches for
authorship attribution have been proposed. These approaches usually use the
test data as unlabeled examples to improve the classification model [7,12]. Con-
sidering the content of documents and the interests of authors, the author-topic
model has been used for authorship attribution [20], which yield a state-of-the-
art performance in terms of classification accuracy when tens or thousands of
candidate authors are taken into account.

Although researchers have got many achievements, the accuracies of author-
ship attribution with tens or thousands of candidate are still relatively poor,
which are generally among 20%~40% [16,10,20]. The traditional authorship at-
tribution approaches cannot be used as evidence in forensic investigation since a
quite accurate prediction is required for digital forensics, and it is useless in the
sense that we could never confidently assert that a given text was written by a
given user. In this paper, we propose a novel hierarchical authorship attribution
algorithm combining both profile-based and instance-based approaches to reduce
the size of the candidate authors and narrow the scope of investigation with a
high level of accuracy. First, we apply profile-based paradigm to build two classi-
fiers with different feature sets for gender and age attribution respectively. And
then, a authorship attribution classifier is built using the probabilities distribu-
tion of gender and age attribution obtained in the previous step as prior. With
this classifier, we can obtain a small number of the most possible authors from
thousands of candidate authors with a high level of accuracy that is higher than
a threshold (e.g., 95%). At last, we output a set of most possible authors with
probabilities. Extensive experiments have been conducted to verify the proposed
approach on real-world blog dataset.



The rest of this paper is organized as follows. In Section 2, we review related
work in authorship attribution. In Section 3, we introduce our model and al-
gorithm used in this paper. In Section 4, we presents the experiment data and
experimental setting. In Section 5, the experiment results are showed and dis-
cussed. Finally, Section 6 concludes the paper and indicates some future works.

2 Related Work

In resent years, plenty of statistical and machine learning techniques have been
proposed for authorship attribution using different kinds of features [13,1]. Sta-
matatos details most of the existing techniques for automatic authorship attribu-
tion in [21]. Generally speaking, authorship attribution approaches can be clas-
sified into two groups: profile-based approaches and instance-based approaches.
Profile-based approaches concatenate training texts per author in one single text
file. An unseen text is, then, compared with each author file, and the most likely
author is estimated based on a distance measure. For example, Keselj, et al.[9]
propose a widely used n-grams profile-based method, which is based on building
a byte-level n-gram author profile of an authors writing. Frantzeskou et al. [6]
proposed a novel and simple distance, called simplified profile intersection (SPI),
which simply counts the amount of common n-grams of the two author profiles.
This approach to authorship identification of source code provide better results
than other distances. In order to utilize the differences between the training
texts by the same author, the majority of the modern authorship attribution
approaches are instance-based, which consider each training text sample as a
unit that contributes separately to the authorship attribution. Such as, Burrows
[2] presents principal components analysis with word frequencies to analyze au-
thorship, and the results show a high level accuracy. Peng et al. [18] extend
the naïve Bayes algorithm for authorship attribution with statistical language
models. Halteren [8] proposes a method that borrows some elements from both
profile-based and instance-based approaches.

To conquer the challenges that there are not enough labeled examples to con-
struct an accurate classifier, some semi-supervised learning approaches have been
proposed since it is possible to use the test sets as unlabeled examples and use
some information from them to improve the classification model [7,12]. Guzman
et al. [7] propose a self-learning method that is specially suited to work with just
a few training examples to tackle the problem that lacks of training data with
the same writing style. That method considers the automatic extraction of the
unlabeled examples from the web and its iterative integration into the training
data set. Kourtis and Stamatatos [12] apply a co-training learning approach for
authorship attribution by combining the Common N-Grams (CNG) [9] model
and a Support Vector Machine classifier based on character n-grams. Its main
idea is to combine the outputs of these classifiers in the test set and augment
the training set with additional document.

Most of the previous works consider the simple version of the authorship
attribution problems, and focus on formal texts with only a small, closed set



of candidate authors. In order to apply authorship attribution in real life data,
some large candidate sets with informal texts have been considered by researchers
recently. Luyckx and Daelemans [16] propose a memory-based learning approach
in doing authorship attribution with many authors and limited training data,
and the results show the robustness of the memory-based learning approach
when compared to eager learning methods such as SVMs and maximum entropy
learning. Madigan et al. [17] conduct experiments on a collection of data released
by Reuters consisting of 114 authors using sparse Bayesian logistic regression.
This proposed algorithm shows promising performance as a tool for authorship
attribution with high-dimensional document representations. Different from the
approaches mentioned above, our algorithm take authors profile information
(e.g., age and gender) into consideration, which is motivated by the analysis
conducted by Schler et al. in [19] indicating significant differences in writing
style and content between male and female bloggers as well as among authors
of different ages. In addition, instead of asserting that a anonymous text was
written by a given user, our authorship attribution algorithm proposes to reduce
the size of the candidate authors and narrow the scope of investigation with a
high level of accuracy.

3 The Proposed Method

In this section, we describe a novel authorship attribution algorithm combining
both profile-based and instance-based approaches to reduce the size of the candi-
date authors and narrow the scope of investigation with a high level of accuracy.
Generally, the proposed algorithm consists of two phase, as shown in Figure 1.
In the first phase, we apply profile-based paradigm to build two classifiers with
different feature sets for gender and age attribution, respectively. The probabil-
ity distribution of gender and age can be used as a prior for the next phase.
In the second phase, a logistic regression classifier is built using the probability
distribution of gender and age as prior based on instance-based paradigms. With
this classifier, we can obtain a small number of the most possible authors from
thousands of candidate authors with a high level of accuracy that is higher than
a threshold.

3.1 Features Selection

In this work, we consider differences in male and female authors and differ-
ences among authors of different ages. Broadly speaking, two different kinds of
potential distinguishing features can be considered: content-based features and
style-based features . This is motivated by the observation that different people
might tend to write about different topics as well as to express themselves dif-
ferently about the same topic. For style-based features, we consider individual
parts-of-speech and function words, which is described by Eggins in [5]. Content-
based features are simple content words, and we apply unigrams in this work.
For gender, we choose 2000 features with greatest information gain for gender.
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Fig. 1. Algorithm Overview

And for age, we choose 2000 features with greatest information gain for age.
Similarly, 2000 features with greatest information gain for author are selected to
train the classifier for authorship attribution.

3.2 Age and Gender Attribution

For each author, we concatenate all his documents and extract both content-
based features and style-based features from them. To present the document
with extracted features, we represent a document as a numerical vector X =
(x1, . . . , xi, . . . , xn), where n is the number of features and xi is the relative
frequency of feature i in the document. Once labeled training documents have
been represented in this way, we can apply machine-learning algorithms to learn
classifiers that assign new documents to categories. In this paper, we use logistic
regression [13] to learn two classifier that classify texts according to author’s
gender and age, respectively. Logistic regression is widely used for classification
problems recently, and the independent variables do not have to be normally
distributed, or have equal variance in each group. Whats more, logistic regression
is more than just a classifier. Instead, it can make stronger and more detailed
predictions such as the predicted probabilities. Consider a binary supervised
leaning problem, where were given a set of instance-label pairs {(xi, yi) | i =
1, . . . , n}. Here, xi ∈ RM is an M -dimensional feature vector, and yi ∈ {0, 1}
is the class label. Formally, the logistic regression model which predicts the
conditional probability distribution of the class label y given the input feature



vector x is that

Pr(Y = 1|X;β0, β) = π(x;β0, β) =
1

1 + exp(−(β0 + x · β))
(1)

Where β ∈ RM is the coefficient vector of X, and β0 is the intercept term.
π(x;β0,β) is the probability of the outcome of interest. For multi-class classi-
fication problem, we can still use logistic model. Assume Y can take k values,
instead of having one set of parameters β0 and β , each class c will have its own
parameters β

(c)
0 and β(c) , then the predicted probability distribution will be

Pr(Y = 1|X;β
(c)
0 , β(c)) = π(x;β

(c)
0 , β(c)) =

1

1 + exp(−(β
(c)
0 + x · β(c)))

(2)

3.3 Authorship Attribution

After we obtained the estimator for gender and age, we can use the predicted
probabilities for gender and sex as a prior for authorship attribution.

Given documents S for an unknown author, given the information of all
candidate authors’ gender and age information, the probability distribution for
authorship attribution is given by

p (author = i|S, gender, age_class) ∝ p (author = i|S)·p (gender(i)|S)·p (age_class(i)|S)
(3)

where the first term acts like a likelihood, and the second and third terms served
as priors.

p (author = i|S) is estimated with an instance-based approach, i.e. we esti-
mate the likelihood for each instance documents separately, and multiply the
probabilities together to get the combined probability

p(author|S) ∝
∏
i

p(author|Si) (4)

4 Experiments

4.1 Dataset description

The Blog Authorship Corpus consists of 678,161 blog posts of 19,320 bloggers
gathered by Schler et al. [19] from blogger.com in August 2004. There are ap-
proximately 35 posts and 7250 words per person. The blog posts can be about
any topic, but the large number of authors ensures that every topic is likely to
interest at least some authors. The (self-reported) age and gender of each author
is known and for each age interval the corpus includes an equal number of male
and female author based on the authors reported age, we label each blog in our
corpus as belonging to one of three age groups: 13-17 (42.7%), 23-27 (41.9%)
and 33-47 (15.5%).



Algorithm 1 Hierarchical Author Identification
– Given N documents written by K authors X = {x1, . . . , xN} and their authorship

labels y = {y1, . . . , yN}, where yi ∈ {1, . . . ,K}.
– For each author i ∈ {1, . . . ,K}, we have gender(i) ∈ {M,F} and age_class(i) ∈

{teenagers, young adults, middle-aged}.
– Gender attribution

• Extract features X(g) for gender classifier using stylistic features and content-
based features selected by information gain for gender

• Use X(g) and y(g) = {gender(y1), . . . , gender(yN )} to train a gender classifier
with profile-based paradigm

• Given documents S from an unknown author, the gender classifier can estimate
the probability distribution p(gender|S) for gender ∈ {M,F}.

– Age class attribution
• Extract features X(a) for age classifier using stylitic features and content-based

features selected by information gain for age class
• Use X(a) and y(a) = {age_class(y1), . . . , age_class(yN )} to train an age

classifier with profile-based paradigm
• Given documents S from an unknown author, the gender classifier can

estimate the probability distribution p(age_class|S) for age_class ∈
{teenagers, young adults, middle-aged}.

– Authorship attribution
• Use X and y to train an authorship classifier using instance-based pradigm
• Given documents S from an unknown author, the authorship classifier can

estimate the probability distribution p(author|S) using 4.
• For any author i, calculate thhe posterior probability with author’s gender and

age class distribution as prior using 3.
• Output M authors {a1, . . . , aM} who have highest posterior probability. The

number M of authors to output is chosen to ensure
∑

p(author = ai) >
threshold.

Since some blogs in this corpus are meaningless for authorship attribution,
such as advertisements and lyrics of songs, we first remove the authors who
wrote smaller than 20 blogs. And then, we use Akismet1 to remove the potential
spams among these authors. Finally, we obtain 2,077 prolific authors with their
full posts as our training data. The statistics of the dataset is shown in Table 1.

4.2 Experimental Setup

In the experiments, data preprocessing was performed on both data sets. First,
the texts are tokenized with a natural language toolkit NLTK2. Then, we remove
non-alphabet characters, numbers, pronoun, punctuation and stop words from

1 http://akismet.com/
2 http://www.nltk.org



Age Gender
Female Male Total

13~17 335 348 683

23~27 543 503 1046

33~47 170 178 348

Total 1048 1029 2077

Table 1. Dataset statistics

the texts. Finally, WordNet stemmer3 is applied so as to reduce the vocabulary
size and settle the issue of data spareness.

For all experiments, we perform ten-fold cross validation, and the results are
evaluated using classification accuracy, i.e., the percentage of test documents
that were correctly assigned the author. What’s more, L1-regularized logistic
regression is used to train the classifiers, which is well-suited for large-scale
text classification. Here, LIBLINEAR4 is used as the implementation of logis-
tic regression classifier. We experiment with cost parameter valued from the set
{0.01, 0.1, 1, 10}, until no accuracy improvement was obtained.

5 Experimental Results

In this section, we present and discuss the experimental results in details.

5.1 Gender and age attribution results

For gender attribution, we consider it as a binary classification problem with the
class label female and male. Accuracies of gender attribution are shown in the
first line of Table 2. From Table 2, we observe that the proposed algorithm can
obtain 85.1% accuracy with the combined features, which is 3.2% higher than
that using style-based features and 5.9% higher than that using content-based
features.

For age attribution, we label each blog in our corpus as belonging to one
of three age groups {teenagers, young adults, middle-aged}, based on author’s
reported age. The age attribution problem in this paper can be treated as a
multiclass L1-regularised logistic regression problem. Results for age attribution
are shown in the second line of Table 2. Similar to gender attribution, we can
gain the best performance with 80.1% accuracy using both style and content
features.
3 http://wordnet.princeton.edu
4 http://www.csie.ntu.edu.tw/~cjlin/liblinear/



Based on the results in Table 2, we can summarize that authors’ gender and
age information might be highly helpful for authorship attribution because of
the high accuracies of gender and age attribution on the blog dataset. With
the probability distribution gained from gender and age attribution, most of
the candidate authors who have different profiles (i.e., gender and age) with the
author of anonymous documents, can be filtered in authorship attribution.

Task Style features Content features Style and content features

Gender attribution 81.9% 79.2% 85.1%

Age attribution 70.5% 78.3% 80.1%

Table 2. Accuracies of gender and age attribution using various feature sets

5.2 Authorship attribution results

To evaluate the effectiveness of our approach, we compared the proposed al-
gorithm with standard logistic regression and Disjoint Author-Document Topic
Model (DADT) used in [20], utilizing the same features. We report the classifi-
cation accuracies in Table 3. As an easy observation, the proposed hierarchical
authorship attribution algorithm significantly outperforms the other algorithms
that are widely used for authorship attribution. For example, The accuracy of
our algorithm is 3.7% higher than DADT model and 7.4% higher than standard
logistic regression, validating the effectiveness of the proposed algorithm.

Algorithm Style features Content features Style and content feature

Logistic regression 23.6% 27.4% 32.1%

DADT 30.5% 31.3% 35.8%

Proposed algorithm 29.2% 32.6% 39.5%

Table 3. Accuracies of three authorship attribution algorithm

Although our algotithm achieves state-of-the-art performance compared to
the existing model for authorship attribution, it cannot produce a practicable
and authentic result for forensics in real life. Hence, instead of classifying a
given text to a specific author with relatively low accuracy, we seek to output
a small number of potential candidate authors with a high level of accuracy.
The experiment result of our proposed hierarchical authorship attribution is



described in Figure 2. With the accuracy of 96.5%, we can narrow down the size
of candidates authors from 2,000 to 20. Furthermore, we can get 100% accuracy
when choosing 35 candidate authors from the original experimental dataset.
These results show that our model can help investigator to narrow the scope of
investigation with a high level of accuracy. The advantages of our approach comes
from its capability of taking the probability distribution gained from gender and
age attribution, as prior knowledge to filter many easily confused candidate
authors.

Fig. 2. Accuracy with different number of candidate authors

6 Conclusions and Future Work

In this paper, we introduce a hierarchical classifier which combines profile-based
and instance-based paradigms to automatic authorship attribution in cases with
a large number of informal texts from thousands of authors. Instead of predicting
a author with relatively low accuracy, we seek to reduce the size of the candidate
authors and narrow the scope of investigation with a high level of accuracy. The
mainly advantage of our approach comes from its capability of taking the prob-
ability distribution gained from gender and age attribution, as prior knowledge
to filter many easily confused candidate authors. Extensive experimental results
indicate that our algorithm can successfully output a small number of candidate
authors with high accuracy. For example, we can choose 20 potential candidate



authors from 2000 candidates with the accuracy of 96.5%, and the probability
of each candidate authors can be output to assist the investigators.

Our approach performed well for closed-set tasks, while it cannot be applied
to open-set tasks in which the true author of an anonymous text might not be
one of the known candidates. In the future, we will devote our effort to extend
the proposed hierarchical classifier to handle the open-set tasks by assessing
classification confidence. Another possible research direction is to deal with the
imbalance problem where a relatively small number of text at least for some
candidate authors compared to other candidates.
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