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Abstract. Searchable encryption allows one to upload encrypted documents
on a remote honest-but-curious server and query that data at the server it-
self without requiring the documents to be decrypted prior to searching. In
this work, we propose a novel secure and efficient multi-keyword similar-
ity searchable encryption (MKSim) that returns the matching data items in
a ranked ordered manner. Unlike all previous schemes, our search complexity
is sublinear to the total number of documents that contain the queried set of
keywords. Our analysis demonstrates that proposed scheme is proved to be
secure against adaptive chosen-keyword attacks. We show that our approach
is highly efficient and ready to be deployed in the real-world cloud storage
systems.
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1 Introduction

Cloud computing enables new types of services where the computational and net-
work resources are available online through the Internet. One of the most popular
services of cloud computing is data outsourcing. For reasons of cost and convenience,
public as well as private organizations can now outsource their large amounts of data
to the cloud and enjoy the benefits of remote storage. At the same time, confiden-
tiality of remotely stored data on untrusted cloud server is a big concern. In order
to reduce these concerns, sensitive data, such as, personal health records, emails,
income tax and financial reports, etc. are usually outsourced in encrypted form us-
ing well-known cryptographic techniques. Although encrypted data storage protects
remote data from unauthorized access, it complicates some basic, yet essential data
utilization services such as plaintext keyword search. A simple solution of download-
ing the data, decrypting and searching locally is clearly inefficient since storing data
in the cloud is meaningless unless it can be easily searched and utilized. Thus, cloud
services should enable efficient search on encrypted data to provide the benefits of
a first-class cloud computing environment.
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Researchers have investigated this problem quite extensively in the context of
encrypted documents [1–6, 9, 10, 12, 13, 16, 20, 23, 25, 26]. Solutions generally in-
volve building an encrypted searchable index such that its content is hidden from
the remote server yet allowing the corresponding documents to be searched. These
solutions differ from each other mostly in terms of whether they allow single key-
word search or multi-keyword search and the types of techniques they use to build
the trapdoor function. A few of them, most notably [4, 5, 9, 25], allow the notion
of similarity search. The similarity search problem consists of a collection of data
items that are characterized by some features, a query that specifies a value for a
particular feature, and a similarity metric to measure the relevance between the
query and the data items. However, these techniques either do not allow search-
ing on multiple keywords and ranking the retrieved document in terms of similarity
scores or are very computationally intensive. Moreover, none of these schemes are
protected against adaptive adversaries [12]. Taking into account large volumes of
data available today, there is need in efficient methods to perform secure similarity
search over encrypted data outsourced into the cloud. In this work, we propose a
novel secure and efficient multi-keyword similarity searchable encryption scheme
that returns the matching data items in a ranked order.

Our contributions can be summarized as follows:

1. We present a secure searchable encryption scheme that allows multi-keyword
query over an encrypted document corpus and retrieves the relevant documents
ranked based on a similarity score.

2. We construct the searchable encryption scheme that is CKA2-secure in the ran-
dom oracle model [12,17]. Our scheme achieves semantic security against adap-
tive adversaries that choose their search queries as a function of previously ob-
tained trapdoors and search outcomes.

3. We present a construction that achieves the optimal search time. Unlike all previ-
ous schemes that are glued to the linear search complexity, our search is sublin-
ear to the total number of documents that contain the queried set of keywords.
We show that this type of searchable encryption scheme can be extremely effi-
cient.

The rest of the paper is organized as follows: Section 2 gives an outline of the
most recent related work. In Section 3 we discuss the threat model for our prob-
lem space, give an overview of the system model, notations and preliminaries and
introduce the building blocks used in our solution. In Section 4, we provide the
framework of the proposed searchable encryption scheme and define the necessary
security terms and requirements. The security analysis and comparison to other ex-
isting schemes is given in Section 5. Finally, Section 6 is devoted for the concluding
remarks.

2 Related Work

Searchable encryption has been an active research area and many quality works
have been published [1–6, 9–13, 16, 20–23, 25, 26]. Traditional searchable encryp-
tion schemes usually build an encrypted searchable index such that its content is



hidden to the server, however it still allows performing document searching with
given search query. Song et al. [23] were the first to investigate the techniques for
keyword search over encrypted and outsourced data. The authors begin with idea to
store a set of plaintext documents on data storage server such as mail servers and file
servers in encrypted form to reduce security and privacy risks. The work presents a
cryptographic scheme that enables indexed search on encrypted data without leak-
ing any sensitive information to the untrusted remote server. Goh [16] developed
a per-file Bloom filter-based secure index, which reduce the searching cost propor-
tional to the number of files in collection. Recent work by Moataz et al. [21] pro-
posed boolean symmetric searchable encryption scheme. Here, the scheme is based
on the orthogonalization of the keywords according to the Gram-Schmidt process.
Orencik’s solution [22] proposed privacy-preserving multi-keyword search method
that utilizes minhash functions. Boneh et al. [6] developed the first searchable en-
cryption using the asymmetric settings, where anyone with the public key can write
to the data stored remotely, but the users with private key execute search queries.
The other asymmetric solution was provided by Di Crescenzo et al. in [11], where
the authors propose a public-key encryption scheme with keyword search based on
a variant of the quadratic residuosity problem.

All secure index based schemes presented so far, are limited in their usage since
they support only exact matching in the context of keyword search. Wang et al. [25]
studied the problem of secure ranked keyword search over encrypted cloud data.
The authors explored the statistical measure approach that embeds the relevance
score of each document during the establishment of searchable index before out-
sourcing the encrypted document collection. The authors propose a single keyword
searchable encryption scheme using ranking criteria based on keyword frequency
that retrieves the best matching documents. Cao et al. [9] presented a multi-keyword
ranked search scheme, where they used the principle of "coordinate matching" that
captures the similarity between a multi-keyword search query and data documents.
However, their index structure is uses a binary representation of document terms
and thus the ranked search does not differentiate documents with higher number of
repeated terms than documents with lower number of repeated terms.

3 Background and Building Blocks

3.1 System & Threat Model

Consider a cloud data hosting service that involves three entities: data owner, cloud
server and data user. The data owner may be an individual or an enterprise, who
wishes to outsource a collection of documents D = (D1,D2, . . . ,Dn) in encrypted
formC = (C1,C2, . . . ,Cn) to the cloud server and still preserve the search function-
ality on outsourced data. Ci = ES[Di] is the encrypted version of the document Di

computed using a semantically secure encryption scheme E with a secret key S. To
enable multi-keyword ranked search capability, the data owner constructs search-
able index I that is built onm distinct keywordsK = (k1,k2, . . . , km) extracted from
the original dataset D. Both I and C are outsourced to the cloud server. To securely
search the document collection for one or more keywords K̄ ∈ K, the authorized



data user uses search trapdoor (distributed by the data owner) that generates the
search request to the cloud server. Once the cloud server receives such request, it
performs a search based on the stored index I and returns a ranked list of encrypted
documents L ⊆ C to the data user. The data user then uses the secret key S, securely
obtained from the data owner, to decrypt received documents L to original view.

We assume a honest-but-curious model for the cloud server. The cloud server is
honest, that is, it is always available to the data user and it correctly follows the
designated protocol specification, and it provides all services that are expected. The
curious cloud server may try to perform some additional analysis to breach the con-
fidentiality of the stored data. In the rest of the paper, the cloud server and the
adversary are the same entity. That way, the adversary has access to the same set of
information as the cloud server. For this work, we are not concerned about the cloud
server being able to link a query to a specific user; nor are we concerned about any
denial-of-service attacks.

3.2 Notations and Preliminaries

Let D = (D1,D2, . . . ,Dn) be a set of documents and K = (k1,k2, . . . , km) be the
dictionary consisting of unique keywords in all documents in D, where ∀ i ∈ [1,m]
ki ∈ {0, 1}∗. C = {C1,C2, . . . ,Cn} is an encrypted document collection stored in the
cloud server. Ii is a searchable index associated with the corresponding encrypted
document Ci. If A is an algorithm then a← A(. . .) represents the result of applying
the algorithm A to given arguments. Let R be an operational ring, we write vectors
in bold, e.g. v ∈ R. The notation v[i] refers to the i-th coefficient of v. We denote
the dot product of u, v ∈ R as u ⊗ v =

∑
i=1 u[i] · v[i] ∈ R. We use bxe to indicate

rounding x to the nearest integer, and bxc, dxe (for x > 0)to indicate rounding down
or up.

Cryptographic Notations. A private-key encryption scheme is a set of three
polynomial-time algorithms SKE = (Gen,Enc,Dec) such that Gen is a probabilis-
tic algorithm that takes a security parameter k and returns a secret key Ksecret; Enc
is a probabilistic algorithm that takes a key Ksecret and a message m, and outputs
a ciphtertext ξ;Dec is a deterministic algorithm that takes a secret key Ksecret and
a ciphertext ξ, and outputs m if Ksecret is the valid secret key. We say that SKE is
CPA-secure if the ciphtertexts it outputs do not reveal any partial information about
the original plaintext to an adversary that can adaptively query an encryption oracle.
We also make use of use pseudo-random function (PRF), which is a polynomial-time
computable function that cannot be distinguished from random functions by any
probabilistic polynomial-time adversary. We refer the reader [12,17,19] for formal
definitions of semantic security, CPA-security and PRFs.

We now review definitions related to homomorphic encryption. Our definitions
are based on Gentry’s works [14] and [15], but we slightly relax the definition of
decryption correctness, to allow a negligible probability of error.

Definition 1. Homomorphic encryption: A homomorphic encryption scheme Hom
consist of four algorithms:

– KeyGen: Given security parameter λ, returns a secret key sk and a public key pk.



– Enc: Given the plaintext m ∈ {0, 1} and public key pk, returns ciphertext φ.
– Dec: Given the ciphertext φ and secret key sk, returns the plaintext m.
– Eval: Given public key pk, a t-input circuit C (consisting of addition and multipli-

cation gates modulo 2), and a tuple of ciphtertext (φ1,φ2, . . . ,φt) (corresponding
to the t input bits of C), returns a ciphertext φ.

Hom is correct for a family C of circuits with 6 t = Poly(λ) input bits if for any
C ∈ C and input bits (mi)i6t, the following holds with overwhelming probability over
the randomness of KeyGen and Enc:

Dec(sk,Eval(pk,C, (φ1,φ2, . . . ,φt))) = C(m1,m2, . . . ,mt), (1)

where (sk,pk) = KeyGen(λ) and φi = Enc(pk,mi) for i = 1, . . . , t.
Hom is compact if for any circuit C with 6 t = Poly(λ) input bits, the bit-size of

the ciphertext Eval(pk,C, (φ1,φ2, . . . ,φt)) is bounded by a fixed polynomial b(λ).

3.3 Brakerski’s Homomorphic Cryptosystem

Brakerski et al. [7,8] recently proposed encryption schemes that efficiently support
low-degree homomorphic computations needed for our constructions. We use the
ring-LWE-based variant of Brakerski’s homomorphic cryptosystem [7] that operates
over polynomial rings modulo a cyclotomic polynomial. One appealing property of
Brakerski’s homomorphic cryptosystem is to use the “batching mode” where a single
ciphertext represent a vector of encrypted values and single homomorphic operation
on two such ciphertexts applies the homomorphic operation component-wise to the
entire vector. In such way, for the cost of a single homomorphic operation we get the
compute on a entire vector of encrypted plaintexts. Let∆m(x) be themth cyclotomic
polynomial and let R = Z[x]/∆m(x) denote the operational ring. Moreover, let Rp =
Zp[x]/∆m(x) be our plaintext space and let Rq = Zq[x]/∆m(x) be our ciphertext
space for some q > p. Here, the secret keys are vectors of elements in Rq and the
plaintext comprises of elements of Rp. We present the necessary basics of ring-LWE-
based homomorphic encryption scheme: key-generation, encryption and decryption
mechanisms:
Hom.KeyGen: We sample a polynomial s̄ ∈ Rq from a Hamming weight dis-

tribution HWT(h). Here, h specifies the number of nonzero coefficients in s̄ and
each nonzero element in s̄ is ±1 with equal probability. The vector s = (1, s̄) ∈ R2

q

is the secret key. The public key is generated by sampling uniformly a polynomial
A from Rq and e from a noise distribution. The noise distribution is set to be the
zero-mean discrete Gaussian distribution DG(σ2) with variance σ2. The public key
is P = [b||− A] ∈ R2

q, where b = [A · s̄ + e]q.
Hom.Enc(P, m): The algorithm that encrypts the message m ∈ Rp with public

key P. We sample a polynomial r with coefficients varying in {0,±1} and e = (e0, e1)
from the noise distribution DG2(σ2). The encryption of message m using public key

P is a vector of ciphtertexts c=
[
PT r +

⌊
q
p

⌋
m
]
q

, where b·c is the floor function and

[·]q denotes reduction modulo q.



Hom.Dec(S, c): The algorithm that decrypts a ciphertext c using the secret key

s as follows: m =
[⌊
p · [〈c,s〉]q

q

⌉]
p

.

Addition: csum = c1 + c2. Esum is the result noise in csum and Esum 6 E1 + E2,
where E1 and E2 denote noise for c1 and c2.

Multiplication: cprod =
⌊
p
q
· (c1 ⊗ c2)

⌉
. Eprod here denote the maximum noise

in cprod and Eprod 6 δ1 + δ2 + δ3, where (δi)16i63 is the noise inflicted by the key
switching process. We refer the reader to [7,8] for more detailed discussion on the
properties of Brakerski’s homomorphic cryptosystem.

3.4 Term Frequency-Inverse Document Frequency

One of the main problems of information retrieval is to determine the relevance
of documents with respect to the user information needs. The most commonly used
technique to represent the relevance score in the information retrieval community is
Term Frequency-Inverse Documents Frequency measure [18,27,28]. It is computed
based on two independent measures - the Term Frequency and the Inverse Document
Frequency. The Term Frequency (TF) is a statistical measure that represents the
frequency of repeated terms in a documents. The TF value calculates the number
of times a given term appears within a single document. The Inverse Documents
Frequency (IDF) is a measure of a term’s importance across the whole document
collection. It is defined as the logarithm of the ratio of the number of documents in
a collection to the number of documents containing a given term.

We adopt the following equation for TF-IDF measure from [27]:

Score = log (fi,j + 1)× log

1 +
n

n∑
k=1

χ(fi,k)

 (2)

where fi,j specifies the Term Frequency of term j in document Di, n is the total

number of documents in the corpus and
n∑

k=1
χ(fj,k) denotes IDF value for term j

among the entire document collection D.
To provide the ranked results to user’s queries we choose to use the dot product as

similarity metric. We use vector space model [18], where the documents and search
query are represented as high dimensional vectors. The similarity metric is measured
by applying the dot product between each document vector and the search query
vector as follows: dotprod(Di,Q) =Di ⊗Q, where Di is a vector that represents
i-th document and Q is a search query vector.

4 Multi-keyword Similarity Searchable Encryption (MKSim)

Recall that we are targeting the following scenario: the data owner creates secure
searchable index and sends it along with encrypted data files to the cloud server. The



index is constructed in such a way that it provides enough information to perform
the search on the outsourced data, but does not give away any information about
the original data. Once the server receives the index and encrypted document files, it
performs a search on the index and retrieves the most relevant documents according
to data user’s query.

4.1 Algorithm Definitions

Definition 2. Multi-keyword Similarity Searchable Encryption (MKSim) scheme over
the set of documents D consists of five polynomial-time algorithms, as follows:

1. S1, S2, PK, SK←Gen(1s): a probabilistic algorithm that is run by the data owner
to setup the scheme. The algorithm outputs secret keys S1, S2, PK and SK.

2. (I,C)← BuildIndex(S1,S2,PK,D,K): a probabilistic algorithm run by the data
owner that takes as input a collection of documents D, the keyword dictionary K
and secret keys S1, S2 and PK, and outputs the collection of encrypted documents
C = {C1,C2, . . . ,Cn} and the searchable index I.

3. Ω←MakeQuery(S2,PK,K, K̄): a (possibly probabilistic) algorithm run by the
data user that takes an input a secret keys S2 and PK, keyword dictionary K and
multiple keywords of interest K̄, and outputs the search query Ω.

4. L ← Evaluate(I,Ω): a deterministic algorithm run by the cloud server. The al-
gorithm inputs a search queryΩ and the secure index I. It outputs the sequence of
identifiers L ⊆ C matching the search query.

5. Di ← Decrypt(S1,SK,Ci): a deterministic algorithm that takes as input secret
keys S1 and SK, and a ciphertext Ci and outputs a document Di.

An index-based MKSim scheme is correct if ∀ s ∈ N, ∀ S1, S2, PK,SK generated by
Gen(1s), ∀ D, ∀ (I,C) output by BuildIndex(S1,S2,PK,D,K), ∀ K̄ ∈ K, and 1 6
i 6 n,

Evaluate(I,MakeQuery(S2,PK,K, K̄)) = D(K̄)
∧
Decrypt(S1,SK,Ci) = Di

(3)

4.2 MKSim Security Model

Definition 3. History: Let K̄ be a collection of keywords of interest, D be a collection
of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries. The history
of is defined as H(D,Ω).

Definition 4. Access Pattern: Let K̄ be a collection of keywords of interest, D be a
collection of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries.
The access pattern induced by a q-query history H(D,Ω), is defined as follows: α(H)
= (D(Ω1),D(Ω2), . . . ,D(Ωq)).

Definition 5. Search Pattern: Let K̄ be a collection of keywords of interest, D be a
collection of documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries,
The search pattern of the history H(D,Ω) is a symmetric binary matrix σ(H) such
that for 1 6 i, j 6 q, the element in the ith row and jth column is 1 if Ωi = Ωj, and
0 otherwise.



Definition 6. Trace: Let K̄ be a collection of keywords of interest, D be a collection of
documents and Ω = {Ω1, Ω2, . . ., Ωq} be a vector of q search queries. The trace in-
duced by the historyH(D,Ω) is a sequence τ(H) = (|D1|, |D2|, . . . , |Dn|,α(H),σ(H))
comprised of the lengths of document collectionD = (D1,D2, . . .,Dn), and the access
and search patters induced by the history H(D,Ω).

Definition 7. Randomized query: Let Ω16i6q be a sequence of q generated search
queries with the same set of keywords K̄. We say that the scheme has (q, ε)-randomized
query if: ∀i, j ∈ 1,q Pr(Ωi = Ωj) < ε.

Definition 8. Adaptive Semantic Security: Let MKSim = (Gen, BuildIndex,
MakeQuery, Evaluate, Decrypt) be an index-based similarity searchable encryp-
tion scheme, s be the security parameter, and A = (A0, . . . ,Aq) be an adversary such
that q ∈ N and S = (S0, . . . , Sq) be a simulator. Consider the following probabilistic
experiments Real?MKSim,A(s) and Sim?

MKSim,A,S(s):

Real?MKsim,A(s): Sim?
MKSim,A,S(s):

(D, stA)← A0(1s) (D, stA)← A0(1s)
S1, S2 ← Gen(1s) (I,C, stS)← S0(τ(D))
(I,C)← BuildIndex(S1,S2,D,K) (K̄1, stA)← A1(stA, I,C)
(K̄1, stA)← A1(stA, I,C) (Ω1, stS)← S1(stS, τ(D, K̄1))
Ω1 ←MakeQuery(S2,K, K̄1) for 2 6 i 6 q
for 2 6 i 6 q (K̄i, stA)← Ai(stA, I,C,Ω1, . . . ,Ωi−1)
(K̄i, stA)← Ai(stA, I,C,Ω1, . . . ,Ωi−1) (Ωi, stS)← Si(stS, τ(D, K̄1, . . . , K̄i))
Ωi ←MakeQuery(S2,K, K̄i) let Ω = {Ω1, Ω2, . . ., Ωq}

let Ω = {Ω1, Ω2, . . ., Ωq} output o = (I,C,Ω) and stA
output o = (I,C,Ω) and stA

where stA is the state of adversary, stS is the state of the simulator. We say that
MKSim is adaptively semantically secure if for all polynomial-size adversaries A =
(A0, . . . ,Aq) such that q is is polynomial in s, there exist a non-uniform polynomial-
size simulator S = (S0, . . . , Sq) such that for all polynomial-size R:

|Pr[R(o, stA) = 1] − Pr[R(ō, ¯stA)]| 6 ε, (4)

where (o, stA) ← Real?MKSim,A(s), (ō, ¯stA) ← Sim?
MKSim,A,S(s) and the proba-

bilities are over the coins of Gen and BuildIndex and MakeQuery.

4.3 MKSim Construction

Our searchable scheme is based on SSE-2 inverted index data construction previ-
ously introduced in [12]. We enhance SSE-2 scheme with addition of TF-IDF statis-
tical measurement and dot product for ranked search. We show that our construc-
tion is very efficient and it achieves the same semantic security guarantees as SSE-2
scheme. Fig. 1 shows an outline of MKSim scheme.

Our searchable index consist of two main algorithms: building the lookup filter
T , based on SSE-2 construction and building the TF-IDF table Φ, based on TF-IDF



word importance. We first couple the document collection D with the dictionary K
to produce the lookup filter T . For each word k we add an entry in T , there value
is the document identifier with the instance of word k. Note, for a given word k
and the set of documents that contains the word k, we derive a label for k with
jth document identifier. For example, if word k is a “colorado” and there is only
one document with this word, then k||j is “colorado1”. We represent the family of k
with matching jth documents as follows: Fk = {k||j : 1 6 j 6 |D(k)|}, where |D(k)|
represents the list of matching documents. For instance, if the word k=”state” exists
in a set of four documents, then family Fk is {“state1”, “state2”, “state3”, “state4”}.
In our construction, searching for word k becomes equal of searching for all labels
in a form of k||j in the family Fk.

We guard the unique number of words in each document by adopting the idea
of padding the lookup filter T such that the identifier of each document appears
in the same number of entries. To protect the keyword content in the table T , we
use the pseudo-random permutation π with secret parameter S2 such as {0, 1}S2 ×
{0, 1}l+log2(n+max) → {0, 1}l+log2(n+max), where max denote the maximum num-
ber of distinct keywords in the largest document inD, n is the number of documents
in D and each keyword is represented using at most l bits. Our lookup table T is
({0, 1}l+log2(n+max) × {0, 1}log2(n) × {p}), where p = max ? n.

In our second step, for each distinct keyword kj in a document Di, we calcu-
late the TF-IDF value using equation (2). We then construct a table Φ where each
row corresponds to the document id and each column is a keyword in the dictio-
nary K. Each cell element of table Φ contains the TF-IDF value of a keyword kj.
Unfortunately, outsourcing the table elements to the cloud leaks some important
information. It is well known fact [24] that an adversary (in our case, the cloud
server) may know some of keywords and their TF distributions. Using this infor-
mation, an adversary can infer the keyword index or even the document content.
Based on this observation, we decided to improve the security of our solution. Our
table includes the set of dummy keywords Z that are added to the keyword dictio-
nary K. This gives us the randomness that hides the original keyword distribution of
TF-IDF values. Finally, we use the “batching mode” encryption of Brakerski’s homo-
morphic cryptosystem to protect the values of TF-IDF table Φ. We apply Brakerski’s
Hom.Enc() with secret PK on each row of TF-IDF table Φ.

Once both the lookup filter T and TF-IDF tableΦ are constructed, we use secure
symmetric encryption scheme SKE to encrypt each document Di with secret key
S1 to form Ci. We outsource searchable index I = (T ,Φ) and encryption collection
C = {C1,C2, . . . ,Cn} to the cloud server.

Now the collection is available for selective retrieval from the cloud server. To
search for keywords of interest K̄, the data user uses the trapdoor to output the
search queryΩ to the cloud server. The trapdoor utilizes the pseudo-random permu-
tation πwith secret parameter S2 andHom.Enc() with secret PK to form the search
queryΩ. The server then locates the document identifiers id in the filter table T that
matches the keywords of interest. For each encrypted document Cj, where 1 6 j 6
id, the cloud server executes the dot product between the search query and the val-
ues in TF-IDF tableΦ to form the set of polynomials {scoreC1 , scoreC2 , . . . , scoreCid

}.



Gen(1s) : generate S1← SKE.Gen(1s) and S2
R←− {0, 1}s. Sample SK, PK←Hom.KeyGen().

Output S1, S2, SK and PK.
BuildIndex(S1,S2,PK,D,K) :
Initialization:
1. Scan document corpus D, extract k1, k2, . . ., kp ← from Di.
2. Construct dictionary K with dummy Z.
3. For each k ∈ K, build D(k)(i.e., the sequence of documents with k).

Build lookup filter T :
1. for each ki ∈ K:

– for 1 6 j 6 |D(ki)|:
• value = id(Di,j), where id(Di,j) is the jth identifier in D(ki).
• set T [πS2(ki||j)] = value.

2. let p̄ =
∑

ki∈K |D(ki)|. If p̄ < p, assign value = id(D) for all Di ∈ D for exactly max
entries, set the address to random values.

Build TF-IDF table Φ:
1. for each Di ∈ D

– for each kj ∈ K
• zj ← TFIDF(kj) (i.e., calculate TF-IDF value for keyword kj).

– Φi = Hom.Enc(PK, z).
Output:
1. for each Di ∈ D, let Ci ← SKE.Enc(S1,Di).
2. output (I,C), where I = (T ,Φ) and C = {C1,C2, . . . ,Cn}.
MakeQuery(S2,PK,K, K̄) :

1. for each ki ∈ K̄ ∈ K, ti = (πS2(ki||1), . . . ,π21(ki||n)), bi ← TFIDF(ki).
2. x = Hom.Enc(PK, b).
3. output: Ω = (t, x).
Evaluate(I,Ω) :
1. id← T [t].
2. for all 1 6 j 6 id, scoreCj

←ΦCj
⊗ x.

3. output {scoreC1 , scoreC2 , . . . , scoreCid
}.

Decrypt(S1,SK,Ci) :
1. scoreDi

= Hom.Dec(SK, scoreCi
).

2. (scoreDi
)m

top-m←−−− {scoreD1 , scoreD2 , . . . , scoreDid
} .

3. output (Di)m ← SKE.Dec(S1, (Ci)m).

Fig. 1. MKSim Construction

The data user decrypts these polynomials usingHom.Dec() with secret SK and then
he retrieves top-m documents with highest output scores.

5 Security Analysis and Complexity Results

5.1 Security

Theorem 1. IfMKSim = (Gen,BuildIndex,MakeQuery,Evaluate) is a index-
based searchable encryption scheme, then it is adaptively semantically secure.



Proof. We are going to describe a polynomial-size simulator S = {S0,S1,. . . ,Sq}
such that for all polynomial-size adversaries A = {A1,A2,. . . , Aq}, the outputs
of Real?MKSim,A(s) and Sim?

MKSim,A,S(s) are computationally indistinguishable.
Consider the simulator S= {S0,S1,. . . ,Sq} that adaptively generates the output o? =
(I∗,C∗,Ω∗) as follows:

– S0(1s, τ(D)): the simulator has a knowledge of historyH that includes the num-

ber and the size of the documents. S0 start with generating C∗i
R←− {0, 1}|Di|

where i ∈ {1, 2, . . . ,n} and index I∗ = (T∗,Φ∗). Here T∗ R←− {0, 1}l+log2(n+max)

is a lookup filter, andΦ∗ R←− {0, 1}K is TF-IDF table. S0 now includes I∗ in stS and
outputs (I∗,C∗, stS). Since stA does not include secrets S1 and PK, I∗ is indistin-
guishable from the real index. Otherwise S0 can distinguish between the output
of pseudo-random permutation π and a random values of size l+log2(n+max)
and K. At the same time, stA does not include secret S2, thus the output C∗ is
indistinguishable from the real ciphertext

– S1(stS, τ(D,Ω1)): now the simulator S1 has a knowledge of all document iden-
tifiers corresponding to the search query. However the search query does not
disclose its structure and the content. Recall that D(Ω1) is the set of all match-
ing document identifiers. For all 1 6 j 6 |D(Ω1)|, the simulator first makes an
association between each document identifier id(Dj) and a generated search
query such that (D(Ω1)i, I?i ) are pairwise distinct. S1 then createsΩ?

1 = (t?, x?),

where t? R←− (id(D1), . . . , id(|D(Ω1)|)) and x? R←− {0, 1}K. S1 stores the associa-
tion between Ω?

1 and Ω1 in stS, and outputs (Ω?
1 , stS). Since stA does not in-

clude secret S1, the output t?1 is indistinguishable from the real generated query
t1, otherwise one could distinguish between the output of π and a random string
of size l + log2(n +max). Similarly, since stA does not include secret PK, the
output x? is indistinguishable from the real x, otherwise one could distinguish
between the output of Hom.Enc() and a random string of a size K. Thus,Ω?

1 is
indistinguishable from Ω1.

– Si(stS, τ(D,Ω1,Ω2, . . . ,Ωq)) for 2 6 i 6 q: first Si checks if the search query
Ωi was executed before, that is, if it appeared in the trace σ[i, j] = 1, where 1 6
j 6 i−1. If σ[i, j] = 0, the search query has not appeared before and Si generates
the search query as S1. If σ[i, j] = 1, then Si retrieves previously searched query,
and constructsΩ?

i . Si outputs (Ω?
i , stS), whereΩ?

i is indistinguishable from real
Ωi. The final output Ω = (Ω?

1 , . . . ,Ω?
q) is indistinguishable from generated

query (Ω = Ω1, . . . ,Ωq), and outputs of experiments Sim?
MKSim,A,S(s) and

Real?MKSim,A(s) are indistinguishable.

Theorem 2. Injection of dummy keywords provides randomized search queries.

Proof. Let us consider two search queries Ω1 and Ω2, both constructed from the
same keyword set K and a randomly chosen set of dummy keywords Z1 and Z2

from a dictionary Z of a size n = |Z |. We are aiming to prove that: ∀i, j i 6= j
Pr(Ωi = Ωj) < ε where ε tends to zero as n increases.



We first estimate the probability Pr(k) that the intersection Z of two sets Z1, Z2 ⊆
Z is equal to some value k. We have:

Pr(k) =
#of ways of choosing Z1,Z2 with |Z| = k

# of ways of choosing Z1,Z2
(5)

Note, there are
(
n
k

)
choices for Z. If Z1 has size k, then there is one choice for Z1, and

we can choose Z2 arbitrarily from 2n−k possibilities. If Z1 has size k + 1, then there
are

(
n−k

1

)
choices for Z1 and 2n−k−1 choices for Z2. Let m = n − k, then there are

m∑
j=0

2m−j
(
m
j

)
= 3m possible choices for Z1, Z2 with intersection Z. Thus, there are

3n−k
(
n
k

)
possible ways of choosing the subsets. Since there are 4n ways of choosing

any two subsets of Z , we have the following: Pr(k) =
3n−k(nk)

4n . We now evaluate

Pr(k) with input k → 0: limk→0 Pr(k) = limk→0
3n−k(nk)

4n =
(

3
4

)n
. As n increases,

limk→0Pr(k)→ 0 and hence Theorem 2 is preserved .

5.2 Complexity

We compare MKSim scheme with previous searchable encryption solutions in Ta-
ble 1. Our comparison is based on few simple metrics: matching technique, query
randomization, security notions and search complexity. We use security notations
from [12]. Note that all previous work able to achieve the linear search complexity
within the total number of documents in the collection. In contrast, the search in our
solution is proportional to the number of files that contain a certain set of keywords.

Table 1. Comparison of several searchable encryption schemes. n is the document collection,
|n| denotes its bit length, #n is the number of files in the collection n, #nK̄ is the number of
files that contain keywords of interest K̄.

Scheme Matching Query randomization Security Search complexity
Song et al. [23] Exact no CPA O(|n|)
Goh et al. [16] Exact no CKA1 O(#n)
Cao et al. [9] Similarity yes CKA1 O(#n)
Moataz et al. [21] Exact yes CKA2 O(#n)
Curtmola et al. [12] Exact no CKA2 O(#nK̄)
Orencik et al. [22] Exact no CKA2 O(#n)
MKSim Similarity yes CKA2 O(#nK̄)

6 Conclusion

Searchable encryption is a technique that enables secure searches over encrypted
data stored on remote servers. We define and solve the problem of multi-keyword



ranked search over encrypted cloud data. In particular, we present an efficient simi-
larity searchable encryption scheme that supports multi-keyword semantics. Our so-
lution is based two building blocks: Term Frequency - Inverse Document Frequency
(TF-IDF) measurement and ring-LWE-based variant of homomorphic cryptosystem.
We use the dot product to quantitatively evaluate similarity measure and rank the
outsourced documents with their importance to the search query. We show that our
scheme is adaptive semantically secure against adversaries and able to achieve opti-
mal sublinear search time. As future work, we plan to optimize the index construc-
tion algorithm and continue to research on usable and secure mechanisms for the
effective utilization over outsourced cloud data.
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