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#### Abstract

In the present paper we study possible blow-ups and global existence for a kinetic equation that describes swarm formations in the variable interacting rate case.


## 1 Introduction

In Ref. [17] a general model of swarming behavior of an individual population was proposed and studied. The main aim in that paper was to study the macroscopic (so-called "hydrodynamic") limit. The mathematical structure that was proposed seems very rich and interesting from mathematical point of view - see the analysis of its simplification in Ref. [14].

Let $f=f(t, x, v)$ be a probability density of individuals at time $t \geq 0$ at position $x \in \Omega$ and with velocity $v \in \mathbb{V} ; \Omega \subset \mathbb{R}^{d}$ and $\mathbb{V} \subset \mathbb{R}^{d}$ are domains in $\mathbb{R}^{d} ; \Omega$ is the set of positions whereas $\mathbb{V}$ is the set of velocities of individuals. We assume that $\mathbb{V}$ is a bounded domain. However the strait generalization to an unbounded domain is possible. The evolution of populations at the mesoscopic scale is defined by the nonlinear integro-differential Boltzmannlike equation, see Ref. [17],

$$
\begin{equation*}
\partial_{t} f(t, x, v)+v \cdot \nabla_{x} f(t, x, v)=\frac{1}{\varepsilon} Q[f](t, x, v), \tag{1}
\end{equation*}
$$

[^0]where
\[

$$
\begin{aligned}
& Q[f](t, x, v)=\int_{\mathbb{V}}(T[f(t, x, .)](w, v) f(t, x, w) \\
& -T[f(t, x, .)](v, w) f(t, x, v)) \mathrm{d} w .
\end{aligned}
$$
\]

Initial data are $f(0, x, v)=f_{0}(x, v)$. The parameter $\varepsilon$ corresponds to the Knudsen number and the macroscopic limit is defined by $\varepsilon \rightarrow 0$. The nonlinear operator $Q$ describes interactions between individuals. The turning rate $T[f](v, w)$ measures the probability for an individual with velocity $v$ to change velocity into $w$. A simpler equation, with two possible velocities only, was studied in Ref. [3] - see also Ref. [4].

A similar space-independent general structure was a starting point in Refs. [10] and [12]. These papers consider an integro-differential equation for the evolution of a distribution function on the circle referred to an orientational aggregation process (see also references therein). Ref. [10] provides a bifurcation analysis of the corresponding stationary problem, whereas Ref. [12] analyzes the time-dependent problem and prove that the type of alignment depends on initial data, the law of interaction and the preferred optimal orientation.

Ref. [5] deals with modeling and simulation of swarms where interactions at the microscopic scale are modeled by stochastic games. Ref. [8] reviews the state-of-the-art of swarming at the individual-based level and the macroscopic level. Special Issue Ref. [18] is dedicated to various examples of description of collective behavior. Ref. [1] develops a modeling approach of ensembles of social agents as behavioral, evolutionary, complex systems referring to the complexity features of living systems. The microscopic approach based on stochastic processes is proposed in Refs. [7], [13], [6]. Ref. [9] deals with local stability of Dirac masses for a kinetic model of alignment.

In Ref. [17] the following general nonlinear case

$$
T[f(t, x, .)](v, w)=\sigma_{\rho, x} \beta_{\rho, x}(v, w) f(t, x, w)^{\gamma_{\rho, x}}
$$

has been proposed, where $\rho(t, x)=\int_{\mathbb{V}} f(t, x, v) \mathrm{d} v$ is the macroscopic density of individuals.

Given any $\rho$ and at any $x$, the interaction rate $\beta_{\rho, x}: \mathbb{V}^{2} \rightarrow \mathbb{R}_{+}$, the attractiveness coefficient $\gamma_{\rho, x} \in \mathbb{R}_{+}$, and $\sigma_{\rho, x}= \pm 1$ characterize the interaction between individual agents. The interaction rate $\beta_{\rho, x}$ corresponds to the tendency of individuals to switch to a different velocity. Ref. [17] proposed results of global existence in the space homogeneous case for any set of collision parameters $\sigma$ and $\gamma$ except the so-called positive gregarious interaction i.e. $\sigma=1$ and $\gamma>1$.

Equation (1) can be modified to include nonlocal (with respect to space
variable) interactions

$$
\begin{equation*}
\partial_{t} f(t, x, v)+v \cdot \nabla_{x} f(t, x, v)=\frac{1}{\varepsilon} Q_{N}[f](t, x, v), \tag{2}
\end{equation*}
$$

where

$$
\begin{aligned}
& Q_{N}[f](t, x, v)=\int_{\mathbb{V}} \int_{\Omega}(T[f(t, ., .)](y, w, x, v) f(t, y, w) \\
& -T[f(t, ., .)](x, v, y, w) f(t, x, v)) \mathrm{d} y \mathrm{~d} w .
\end{aligned}
$$

This is a kind of a nonlinear integro-differential Povzner-like equation (an averaged Boltzmann-like equation, cf. Ref. [2] and references therein).

Equations (1) and (2) are interesting new structures with very reach possible dynamics - see refs. [17] and [14] in particular cases. The main novelty with respect to the previous studies (Refs. [10], [12]) is that we consider non-linear turning rate characterized by the coefficient of attractiveness which control the behavior of the solutions.

The aim of the present paper is an analysis of various simplifications of Eqs. (1) and (2) in case of $\sigma=1$ and $\gamma>1$. In particular we study possible blow-ups and global existence in the space homogeneous case for variable interacting rates. Moreover we state the corresponding results for the nonlocal equation (2). The paper generalizes the previous approach for a simpler case of constant interaction rates in Ref. [14]. We also include here some new large time asymptotic behavior results for the constant interaction rates as well. The paper is organized as follows. Section 1.1 is devoted to some preliminaries concerning the space homogeneous version of the equation. In Section 1.2 we refer to the previous paper Ref. [14] and propose two theorems on the asymptotic behavior of solutions. In Section 2 we generalize the result of Ref. [14] into the variable interaction rates and we propose two theorems. Section 2.2 deals with blow-up properties in terms of $L^{p}$-norms. Section 3 indicates important open problems and perspectives.

### 1.1 The space homogeneous case

In this paper we focus on the space homogeneous case and the positive gregarious case, i.e. all functions and parameters are assumed to be $x-$ independent, $\sigma=1, \gamma>1$.

The main equation (1) reads

$$
\begin{equation*}
\partial_{t} f(t, v)=(\beta * f) f^{\gamma}-\left(\beta * f^{\gamma}\right) f \quad \text { with } \quad f(0, v)=f_{0}(v), \tag{3}
\end{equation*}
$$

for any $v \in \mathbb{V}$. By $(\beta * f)$ we denote the convolution-like product in $\mathbb{V}$, i.e.

$$
(\beta * f)=\int_{\mathbb{V}} \beta(v, w) f(w) \mathrm{d} w .
$$

In addition, the $L^{p}$-norm in the velocity space $\mathbb{V}$ is denoted by $\|\cdot\|_{p}$.

Convention 1. In the sequel we will write "for all" instead of "for almost all" having in mind possible modifications of the data and solutions on a set whose Lebesgue measure is equal to zero. These modifications do not change the essence and generality of our results.

From now on, we focus on interaction rate satisfying the following rather restrictive assumption.

Assumption 1. We assume that $\beta=\beta(v, w)$ is a function such that

$$
\begin{equation*}
\beta(v, w)=\beta(w, v) \quad \text { and } \quad \beta_{-} \beta_{+} \leq \beta(v, w) \leq \beta_{+}, \tag{4}
\end{equation*}
$$

for all $v, w \in \mathbb{V}$, where $0<\beta_{-} \leq 1$ and $0<\beta_{+}=\|\beta\|_{L^{\infty}\left(\mathbb{V}^{2}\right)}<\infty$.
Remark 1. We point out that Assumption 1 implies

$$
\begin{equation*}
\beta_{-} \beta(\bar{v}, w) \leq \beta(v, w) \leq \frac{1}{\beta_{-}} \beta(\bar{v}, w), \tag{5}
\end{equation*}
$$

for all $v, w, \bar{v} \in \mathbb{V}$.
In Ref. [17] (Theorem 2.5) a local in time existence and uniqueness result was proved and the existence time was estimated from below. It was easy to see that any solution preserved the nonnegativity of the initial datum and the $L^{1}$-norm of the nonnegative initial datum. The question of global existence or possible blow-ups in finite time was remaining. We may point out an interesting structure of Eq. (3): in the RHS a competition between two terms is visible. The situation is somehow similar to those that are intensively studied in the PDEs - see e.g. Refs. [15], [19].

In Ref. [17] it is proved that if $\beta$ satisfies Assumption 1 and density probability $f_{0}$ is in $L^{\infty}(\mathbb{V})$, there exist $T>0$ and a unique solution of Eq. (3) in $C^{1}\left(0, T ; L^{\infty}(\mathbb{V})\right)$. The solution is a probability density and

$$
T \geq-\frac{\ln \left(1-\frac{\beta_{-}\left\|f_{0}\right\|_{\gamma}^{\gamma}}{\left\|f_{0}\right\|_{\infty}^{\gamma-1}}\right)}{(\gamma-1) \beta_{-} \beta_{+}\left\|f_{0}\right\|_{\gamma}^{\gamma}} .
$$

However, this bound cannot result in the global existence even for small initial data. In fact using the strategy of Ref. [17], the solution is global if $\beta_{-}\left\|f_{0}\right\|_{\gamma}^{\gamma} \geq\left\|f_{0}\right\|_{\infty}^{\gamma-1}$, which occur only if $\beta_{-}=1$ (i.e. $\beta$ is a constant) and there exists $\mathbb{W} \subset \mathbb{V}$ such that $f_{0}(v)=\frac{1}{|\mathbb{W}|} \chi(v \in \mathbb{W})$, where $\chi($ true $)=1$ and $\chi($ false $)=0$. This particular case corresponds to the steady solution of (3), see Ref. [17] (Proposition 3). In the present paper we are interested in description of possible blow-ups as well as the sets of parameters for which the solution is global.

We rewrite Eq. (3) in the following form

$$
\partial_{t}\left(f^{1-\gamma} e^{-(\gamma-1) \int_{0}^{t}\left(\beta * f^{\gamma}\right) \mathrm{d} s}\right)=-(\gamma-1)(\beta * f) e^{-(\gamma-1) \int_{0}^{t}\left(\beta * f^{\gamma}\right) \mathrm{d} s}
$$

and by integration we obtain

$$
\begin{equation*}
f(t, v)=\left(\frac{f_{0}^{\gamma-1}(v) e^{-(\gamma-1) \int_{0}^{t}\left(\beta * f^{\gamma}\right)(s, v) \mathrm{d} s}}{1-(\gamma-1) f_{0}^{\gamma-1} \int_{0}^{t}(\beta * f)(s, v) e^{-(\gamma-1) \int_{0}^{s}\left(\beta * f^{\gamma}\right)(r, v) \mathrm{d} r} \mathrm{~d} s}\right)^{\frac{1}{\gamma-1}} . \tag{6}
\end{equation*}
$$

### 1.2 Few previous results in a simplified configuration

The simplest case when $\beta$ is constant, say $\beta=1$, was discussed in Ref. [14]. We have

$$
\begin{equation*}
\partial_{t} f=f^{\gamma}-\|f\|_{\gamma}^{\gamma} f \tag{7}
\end{equation*}
$$

and $z(t)=\int_{0}^{t}\|f\|_{\gamma}^{\gamma} \mathrm{d} s$ fulfills

$$
\mathrm{d}_{t} z=e^{-\gamma z} \int_{\mathbb{V}} \frac{1}{\left(f_{0}^{1-\gamma}-(\gamma-1) \int_{0}^{t} e^{-(\gamma-1) z} \mathrm{~d} r\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} v
$$

This equation determines global existence or blow-up for Eq. (7). Let

$$
u(t)=\int_{0}^{t} e^{-(\gamma-1) z(s)} \mathrm{d} s
$$

The function $u=u(t)$ is increasing and concave. Blow-up occurs for $T>0$ such that

$$
(\gamma-1)\left\|f_{0}\right\|_{\infty}^{\gamma-1} u(T)=1
$$

The ODE for $u$ reads

$$
\mathrm{d}_{t} u=e^{-(\gamma-1) z}
$$

and

$$
\begin{aligned}
& \mathrm{d}_{t}^{2} u=-(\gamma-1) e^{-(\gamma-1) z} \mathrm{~d}_{t} z= \\
& =-(\gamma-1) \mathrm{d}_{t} u\left(\mathrm{~d}_{t} u\right)^{\frac{\gamma}{\gamma-1}} \int_{\mathbb{V}} \frac{\mathrm{d} v}{\left(f_{0}^{1-\gamma}(v)-(\gamma-1) u\right)^{\frac{\gamma}{\gamma-1}}} .
\end{aligned}
$$

By integration we obtain

$$
\begin{equation*}
\mathrm{d}_{t} u=\frac{1}{\left(\int_{\mathbb{V}} \frac{f_{0}(v) \mathrm{d} v}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(v) u\right)^{\frac{1}{\gamma-1}}}\right)^{\gamma-1}} \tag{8}
\end{equation*}
$$

Let $\mathbb{W}=\left\{v \in \mathbb{V}: f_{0}(v)=\left\|f_{0}\right\|_{\infty}\right\}$. In Ref. [14] we proved that if $0 \leq f_{0} \in L^{\infty}(\mathbb{V})$ is a probability density such that $|\mathbb{W}|>0$ then, for any
$T>0$, there exists a unique solution $f=f(t)$ of Eq. (7) in $C^{1}\left(0, T ; L^{\infty}(\mathbb{V})\right)$ and $f(t)$ is a probability density for each $t>0$.

Case $|W|=0$ is more complex (see Ref. [14]). We denote the RHS of Eq. (8) by $\Phi$, i.e.

$$
\Phi(u)=\left(\int_{\mathbb{V}} \frac{f_{0}(v)}{\left(1-(\gamma-1) f_{0}^{\gamma-1} u\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} v\right)^{1-\gamma}
$$

The function $\Phi$ is defined on $\left[0, u_{0}\left[\right.\right.$, where $u_{0}=\frac{1}{(\gamma-1)\left\|f_{0}\right\|_{\infty}^{\gamma-1}}$. Since $\Phi$ is continuous and monotone, we can extend it as follows

$$
\Phi\left(u_{0}\right):=\lim _{u \uparrow u_{0}} \Phi(u) .
$$

We have (see Ref. [14]) that if $0 \leq f_{0} \in L^{\infty}(\mathbb{V})$ and $|\mathbb{W}|=0$ then

1. If $\Phi\left(u_{0}\right)>0$, then there is a blow-up in a finite time $T>0$;
2. If $\Phi\left(u_{0}\right)=0$, then:
(a) if

$$
\int_{0}^{u_{0}} \frac{1}{\Phi(u)} \mathrm{d} u<\infty
$$

then there is a blow-up in a finite time $T>0$;
(b) if

$$
\int_{0}^{u_{0}} \frac{1}{\Phi(u)} \mathrm{d} u=\infty
$$

then for each $T>0$ there exists a unique solution on $[0, T]$.
This statement delivers a useful criterion of blow-up or global existence - see Ref. [14]. The analysis of Ref. [14] can be completed by a limit asymptotic behavior. We state a result on the limit distribution uniform in $\mathbb{W}$.

Theorem 1. Let $f_{0}$ be a probability density on $\mathbb{V}, f_{0} \in L^{\infty}(\mathbb{V})$ and $|\mathbb{W}|>0$. Then the unique solution $f$ of Eq. (7) in $C^{1}\left(0, T ; L^{\infty}(\mathbb{V})\right)$, corresponding to the initial datum $f_{0}$, satisfies

$$
\lim _{t \rightarrow \infty} f(t, v)=\frac{1}{|\mathbb{W}|} \chi(v \in \mathbb{W}),
$$

where $\chi($ true $)=1$ and $\chi($ false $)=0$.

Proof. By Eq. (6) we have

$$
\begin{equation*}
f(t, v)=\frac{f_{0}(v) e^{-z(t)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(v) u(t)\right)^{\frac{1}{\gamma-1}}} . \tag{9}
\end{equation*}
$$

Using (8) with $\mathrm{d}_{t} u=e^{-(\gamma-1) z(t)}$ we get

$$
z(t)=\ln \left(\int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w\right)
$$

If we substitute $z(t)$ into Eq. (9) we obtain $f(t, v)$ as a function of $u(t)$ :

$$
f(t, v)=\frac{f_{0}(v)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(v) u(t)\right)^{\frac{1}{\gamma-1}} \int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w} .
$$

Now we may decompose $\mathbb{V}=\mathbb{W} \cup \mathbb{W}^{\prime}$ and note that $u(t) \rightarrow u_{0}$ as $t \rightarrow \infty$. Therefore the statement follows.

Analogously we prove
Theorem 2. Let $f_{0} \in L^{\infty}(\mathbb{V})$ be a probability density, $|\mathbb{W}|=0$ and $f$ be the unique solution of Eq. (7) in $C^{1}\left(0, t_{*} ; L^{\infty}(\mathbb{V})\right)$, corresponding to the initial datum $f_{0}$, where $t_{*}$ is either $t_{*}=\infty$ or $t_{*}=T$ (a blow-up time).

1. If $\Phi\left(u_{0}\right)=0$ then

$$
\lim _{t \rightarrow t_{*}} f(t, v)=0 \quad \text { for } \quad v \notin \mathbb{W} .
$$

2. If $\Phi\left(u_{0}\right)>0$ then

$$
\lim _{t \rightarrow t_{*}} f(t, v)=\frac{\tilde{f}_{0}(v)}{\left(1-\tilde{f}_{0}^{\gamma-1}(v)\right)^{\frac{1}{\gamma-1}} \int_{\mathbb{V}} \frac{\tilde{f}_{0}(w)}{\left(1-\tilde{f}_{0}^{\gamma-1}(w)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w}
$$

where $\tilde{f}_{0}=\frac{f_{0}}{\left\|f_{0}\right\|_{\infty}}$.
Remark 2. If $|\mathbb{W}|=0$ and $\Phi\left(u_{0}\right)=0$ then the limit of $f(t, v)$, as $t \rightarrow t_{*}$, is a kind of Dirac-delta concentrated on $\mathbb{W}$.

Remark 3. We can apply the technique developed in this sections to the following simplified version of Eq. (2)

$$
\begin{align*}
& \partial_{t} f(t, x, v)+v \cdot \nabla_{x} f(t, x, v)= \\
& =f^{\gamma}(t, x, v)-f(t, x, v) \int_{\mathbb{V}} \int_{\Omega} f^{\gamma}(t, y, w) \mathrm{d} y \mathrm{~d} w \tag{10}
\end{align*}
$$

with the initial condition $f(0, x, v)=f_{0}(x, v)$ where $f_{0}$ is a probability density on $\mathbb{R}^{d} \times \mathbb{V}$. We study this equation along characteristics

$$
\partial_{t} f^{\#}(t, x, v)=\left(f^{\gamma}\right)^{\#}(t, x, v)-f^{\#}(t, x, v) \int_{\mathbb{V}} \int_{\Omega} f^{\gamma}(t, y, w) \mathrm{d} y \mathrm{~d} w
$$

where $f^{\#}=f^{\#}(t, x, v)$ is the function $f=f(t, x, v)$ considered along trajectories (see Ref. [11]). In the simplest case $\Omega=\mathbb{R}^{d}$ we have $f^{\#}(t, x, v)=$ $f(t, x+t v, v)$.

Integrating yields

$$
f^{\#}(t, x, v)=\frac{f_{0}(x, v) e^{-z(t)}}{\left(1-(\gamma-1) f_{0}(x, v) u(t)\right)^{\frac{1}{\gamma-1}}},
$$

where

$$
z(t)=\int_{0}^{t} \int_{\mathbb{V}} \int_{\Omega} f^{\gamma}(s, y, w) \mathrm{d} y \mathrm{~d} w \mathrm{~d} s, \quad u(t)=\int_{0}^{t} e^{-(\gamma-1) z(s)} d s
$$

By standard arguments the local in time existence and uniqueness of mild solutions results hold in $X:=L^{1}\left(\mathbb{R}^{d} \times \mathbb{V}\right) \cap L^{\infty}\left(\mathbb{R}^{d} \times \mathbb{V}\right)$. Applying the methods of this section we obtain theorems analogous to Theorem 1 and Theorem 2 in Ref. [14].

In fact, if $0 \leq f_{0} \in L^{\infty}\left(\mathbb{R}^{d} \times \mathbb{V}\right)$ and $|\widetilde{\mathbb{W}}|>0$, where $\widetilde{\mathbb{W}}$ is defined like $\mathbb{W}$ on $\mathbb{R}^{d} \times \mathbb{V}$, then, for any $t>0$, there exists a unique mild solution $f=f(t)$ of Eq. (10) in $X$ and the solution is nonnegative. Moreover the case $|\widetilde{\mathbb{W}}|=0$ leads to analogous conditions as before.

## 2 Blow-up and existence results for variable interaction rate

### 2.1 Analysis in $L^{\infty}(\mathbb{V})$ setting

In the present section we are going to generalize the results of Ref. [14] into the variable interaction rate $\beta \not \equiv$ const. We use the same symbols as before for more general objects. Taking $\beta=1$ one obtains the previous statements.

Define

$$
z(t, v)=\int_{0}^{t}\left(\beta * f^{\gamma}\right)(s, v) \mathrm{d} s \quad \text { and } \quad u(t, v)=\int_{0}^{t}(\beta * f)(s, v) e^{-(\gamma-1) z(s, v)} \mathrm{d} s
$$

We will use the identities

$$
\begin{equation*}
\partial_{t} z=\beta * f^{\gamma}, \quad \partial_{t} u=\beta * f . \tag{11}
\end{equation*}
$$

By Eq. (6) we have

$$
\begin{equation*}
f(t, v)=\frac{f_{0}(v) e^{-z(t, v)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(v) u(t, v)\right)^{\frac{1}{\gamma-1}}} . \tag{12}
\end{equation*}
$$

Directly by the definitions of $u$ and $z$ we have

$$
f_{0}^{\gamma-1}(w) u(t, w)=f_{0}^{\gamma-1}(v) u(t, v) \quad \text { and } \quad z(t, v)=z(t, w)
$$

for any $v, w \in \mathbb{W}$ with the set (cf. Convention 1)

$$
\begin{aligned}
& \mathbb{W}=\{w \in \mathbb{V}: \quad \beta(w, \widetilde{v}) \leq \beta(v, \widetilde{v}) \quad \text { and } \\
& \left.f_{0}^{\gamma-1}(w) \beta(w, \widetilde{v}) \geq f_{0}^{\gamma-1}(v) \beta(v, \widetilde{v}) \quad \text { for } \quad v, \widetilde{v} \in \mathbb{V}\right\} .
\end{aligned}
$$

By integration we obtain

$$
\partial_{t} z(t, v)=\int_{\mathbb{V}} \frac{\beta(v, w) f_{0}^{\gamma}(w) e^{-\gamma z(t, w)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w .
$$

Furthermore

$$
\begin{aligned}
& \partial_{t} u(t, v)=(\beta * f)(t, v) e^{-(\gamma-1) z(t, v)}= \\
& =e^{-(\gamma-1) z(t, v)} \int_{\mathbb{V}} \frac{\beta(v, w) f_{0}(w) e^{-z(t, w)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w .
\end{aligned}
$$

We have

$$
\begin{equation*}
\ln \partial_{t} u(t, v)=\ln ((\beta * f)(t, v))-(\gamma-1) z(t, v) \tag{13}
\end{equation*}
$$

Keeping in mind Eq. (12) we see that a blow-up can occur when the denominator

$$
\mathfrak{D}(t, v)=1-(\gamma-1) f_{0}^{\gamma-1}(v) u(t, v)
$$

tends to 0 . If $\mathbb{W} \neq \emptyset$ then $\mathfrak{D}(t, v)$, for $v \in \mathbb{W}$, is the smallest. The denominator $\mathfrak{D}(t, v)$ is constant on $\mathbb{W}$. For $v \in \mathbb{V} \backslash \mathbb{W}$ and $w \in \mathbb{W}$ we have $\mathfrak{D}(t, w)<\mathfrak{D}(t, v)$.

The set $\mathbb{W}$ has actually been defined in an optimal way to characterize the velocities $v \in \mathbb{V}$ that are susceptible to blow-up since it is the set of velocities where the denominator $\mathfrak{D}(t, v)$ of $f(t, v)$ is the smallest.

A blow-up can occur only in $\mathbb{W}$. It is also convenient to consider

$$
\mathbb{W}_{\beta}=\{w \in \mathbb{V}: \quad \beta(w, \widetilde{v}) \leq \beta(v, \widetilde{v}) \quad \text { for } \quad v, \widetilde{v} \in \mathbb{V}\},
$$

and

$$
\mathbb{W}_{0}=\left\{w \in \mathbb{W}_{\beta}: \quad f_{0}(w) \geq f_{0}(v) \quad \text { for } \quad v \in \mathbb{W}_{\beta}\right\}
$$

For $w \in \mathbb{W}$ and $v, \widetilde{v} \in \mathbb{V}$ we have $\beta(w, \widetilde{v}) \leq \beta(v, \widetilde{v})$. Thus $\mathbb{W} \subset \mathbb{W}_{\beta}$. Moreover $\beta(w, \widetilde{v})=\beta(\widetilde{w}, \widetilde{v})>0$ for $\widetilde{w} \in \mathbb{W}_{\beta}$. In addition

$$
f_{0}^{\gamma-1}(w) \beta(w, \widetilde{v}) \geq f_{0}^{\gamma-1}(\widetilde{w}) \beta(\widetilde{w}, \widetilde{v}), \quad \text { and } \quad f_{0}(w) \geq f_{0}(\widetilde{w})
$$

Therefore $\mathbb{W} \subset \mathbb{W}_{0}$. This yields

$$
\begin{equation*}
\mathbb{W} \subset \mathbb{W}_{0} \subset \mathbb{W}_{\beta} . \tag{14}
\end{equation*}
$$

Note that $\mathbb{W}$ is a generalization of the corresponding set considered in the previous section. If $w \in \mathbb{W}$ then the function $\beta$ treated as a function of the first variable has a global minimum at $w$ whereas $f_{0}$ has a global maximum at $w$. Thus the condition $|\mathbb{W}|>0$ requires a peculiar relationship between $\beta$ and the initial datum $f_{0}$.

First we state a generalization of Theorem 1 from Ref. [14] stating the global existence in the case when $|\mathbb{W}|>0$.

Theorem 3. Let Assumption 1 be satisfied. For any probability density $f_{0}$ in $L^{\infty}(\mathbb{V})$ such that $|\mathbb{W}|>0$, there exists for any $T>0$ a unique solution of Eq. (3) in $C^{1}\left(0, T ; L^{\infty}(\mathbb{V})\right)$. Moreover, $f=f(t)$ is a probability density for each $t>0$.

Proof. Uniqueness, positivity and conservation of the $L^{1}$-norm were already shown (a priori) in Ref. [17].

We have Eq. (14). Note that for $w, \widetilde{w} \in \mathbb{W}_{\beta}$ and $v \in \mathbb{V}$ we have $\beta(w, v)=\beta(\widetilde{w}, v)$. It follows $z(t, w)=z(t, \widetilde{w})$ and $u(t, w)=u(t, \widetilde{w})$. Then for $w, \widetilde{w} \in \mathbb{W}_{0}$, by $f_{0}(w)=f_{0}(\widetilde{w})$, we obtain $f(t, w)=f(t, \widetilde{w})$. By the non-negativity of the solution we have

$$
1=\int_{\mathbb{V}} f(t, v) \mathrm{d} v \geq \int_{\mathbb{W}_{0}} f(t, v) \mathrm{d} v=f(t, w)\left|\mathbb{W}_{0}\right|, \quad w \in \mathbb{W}_{0}
$$

Since $\left|\mathbb{W}_{0}\right| \geq|\mathbb{W}|>0$ we deduce an upper bound of the solution on the subset $\mathbb{W}$, and therefore the global existence.

Now we state blow-up properties in a way similar to the respective part of Theorem 2 in Ref. [14] dedicated to blow-ups for the constant $\beta$ case.

We consider $\beta$ that is factorized, i.e.

$$
\begin{equation*}
\beta(v, w)=\beta_{1}(v) \beta_{1}(w), \quad \text { for } \quad v, w \in \mathbb{V} \tag{15}
\end{equation*}
$$

with some function $\beta_{1}$.
Denote

$$
\begin{gathered}
\Phi(u, v)=\left(\int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) \frac{\beta_{1}(w)}{\beta_{1}(v)} u\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w\right)^{1-\gamma}, \\
u_{0}(v)=\frac{\beta_{1}(v)}{(\gamma-1)\left\|f_{0}^{\gamma-1} \beta_{1}\right\|_{\infty}},
\end{gathered}
$$

and

$$
\Phi\left(u_{0}, v\right)=\lim _{u \uparrow u_{0}(v)} \Phi(u, v) .
$$

If we replace the integral over $\mathbb{V}$ by the integral over $\mathbb{W}_{\beta}$ we have the respective definition of $\Phi_{\beta}(u, v)$.

In order to overcome technical difficulties in the case $|\mathbb{W}|=0$, we precede our blow-up and global existence results by the following useful lemma:

Lemma 4. Let Assumption 1 together with Eq. (15) be satisfied, the probability density $f_{0}$ be in $L^{\infty}(\mathbb{V})$ and $|\mathbb{W}|=0$ but $\mathbb{W} \neq \emptyset$. Then any solution $f$ to Eq. (3) a priori satisfies

1. For all $v \in \mathbb{V}$

$$
\left(\beta_{-}-\frac{1}{\beta_{-}}\right)\left(\beta * f^{\gamma}\right)(t, v) \leq \frac{\left(\beta * \partial_{t} f\right)(t, v)}{(\beta * f)(t, v)} \leq\left(\frac{1}{\beta_{-}}-\beta_{-}\right)\left(\beta * f^{\gamma}\right)(t, v)
$$

2. $\beta_{-} z(t, v) \leq z(t, w) \leq \frac{1}{\beta_{-}} z(t, v)$ for all $v, w \in \mathbb{V}$, hence there are $c_{1}>0$ and $c_{2}>0$ such that

$$
c_{1}\left(\partial_{t} u(t, v)\right)^{\frac{1}{\beta_{-}(\gamma-1)}} \leq e^{-z(t, w)} \leq c_{2}\left(\partial_{t} u(t, v)\right)^{\frac{\beta_{-}}{\gamma-1}}
$$

3. For each $c_{0}>0$ there exists $c_{1}>0$ such that

$$
\begin{aligned}
& \left(\beta * f_{0}\right)^{-\frac{\beta-}{\gamma-1}}+c_{0} \int_{\mathbb{V}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w \leq \\
& \leq c_{1} \int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}} \mathrm{~d} w ;}
\end{aligned}
$$

4. If $\int_{\mathbb{W}_{\beta}} f_{0} d w>0$, then for each $c_{0}>0$ there exists $c_{1}>0$ such that

$$
\begin{aligned}
& c_{1} \int_{\mathbb{W}_{\beta}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w \leq \\
& \leq\left(\beta * f_{0}\right)^{-\frac{1}{\beta_{-}(\gamma-1)}}+c_{0} \int_{\mathbb{W}_{\beta}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w .
\end{aligned}
$$

Proof. By Eqs (3) and (5) we obtain

$$
\begin{aligned}
& \left(\beta * \partial_{t} f\right)(t, v)=\left(\beta *\left(f^{\gamma}(\beta * f)-f\left(\beta * f^{\gamma}\right)\right)\right)(t, v)= \\
& =\int_{\mathbb{V}} \beta(v, w)\left(f^{\gamma}(t, w) \int_{\mathbb{V}} \beta(w, \bar{w}) f(t, \bar{w}) \mathrm{d} \bar{w}\right. \\
& \left.-f(t, w) \int_{\mathbb{V}} \beta(w, \bar{w}) f^{\gamma}(t, \bar{w}) \mathrm{d} \bar{w}\right) \mathrm{d} w \leq \\
& \leq \frac{1}{\beta_{-}} \int_{\mathbb{V}} \beta(v, w) f^{\gamma}(t, w) \int_{\mathbb{V}} \beta(v, \bar{w}) f(t, \bar{w}) \mathrm{d} \bar{w} d w \\
& -\beta_{-} \int_{\mathbb{V}} \beta(v, \bar{w}) f^{\gamma}(t, \bar{w}) \int_{\mathbb{V}} \beta(v, w) f(t, w) \mathrm{d} w \mathrm{~d} \bar{w}= \\
& =\left(\frac{1}{\beta_{-}}-\beta_{-}\right)\left(\beta * f^{\gamma}\right)(t, v)(\beta * f)(t, v) .
\end{aligned}
$$

Hence the upper innequality in the assertion (1) is proved. The lower inequality can be proved in a similar way.

To prove (2) we start from the observation that, by Eq. (5) we have $\beta_{-}\left(\beta * f^{\gamma}\right)(t, v) \leq\left(\beta * f^{\gamma}\right)(t, w) \leq \frac{1}{\beta_{-}}\left(\beta * f^{\gamma}\right)(t, v)$. Thus $\beta_{-} z(t, v) \leq$ $z(t, w) \leq \frac{1}{\beta_{-}} z(t, v)$. From (13) we get

$$
e^{-z(t, v)}=\frac{\left(\partial_{t} u(t, v)\right)^{\frac{1}{\gamma-1}}}{((\beta * f)(t, v))^{\frac{1}{\gamma-1}}} .
$$

Applying Assumption 1, we have the uniform estimates $\beta_{-} \beta_{+} \leq \beta * f \leq \beta_{+}$ for any probability density $f$. Hence there exists a positive constant $c_{2}$ such that

$$
e^{-z(t, w)} \leq e^{-\beta_{-} z(t, v)}=\frac{\left(\partial_{t} u(t, v)\right)^{\frac{\beta_{-}}{\gamma-1}}}{((\beta * f)(t, v))^{\frac{\beta_{-}}{\gamma-1}}} \leq c_{2}\left(\partial_{t} u(t, v)\right)^{\frac{\beta_{-}}{\gamma-1}} .
$$

By the same arguments we get

$$
e^{-z(t, w)} \geq e^{-\frac{1}{\beta_{-}} z(t, v)} \geq c_{1}\left(\partial_{t} u(t, v)\right)^{\frac{1}{\beta_{-}(\gamma-1)}}
$$

with some positive constant $c_{1}$.

We prove the assertion (3). Let $c_{0}>0$. Since $\beta * f_{0}$ is bounded and separated from zero, there exists a constant $c_{1}>0$ such that $c_{1} \geq c_{0}$ and

$$
c_{1} \geq\left(\beta * f_{0}\right)^{-\frac{\beta_{-}}{\gamma-1}}
$$

With this constant we are ready to demonstrate the inequality of the assertion (3) as follows:

$$
\begin{aligned}
& \left(\beta * f_{0}\right)^{-\frac{\beta_{-}}{\gamma-1}}+c_{0} \int_{\mathbb{V}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w \leq \\
& \leq c_{1}+c_{1} \int_{\mathbb{V}} f_{0}(w)\left(\frac{1}{\left.\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}-1\right)} \mathrm{d} w=\right. \\
& =c_{1} \int_{\mathbb{V}} \frac{f_{0}(w)^{\frac{1}{2}}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\gamma-1}} \mathrm{~d} w
\end{aligned}
$$

where we have used the identity $\int_{\mathbb{V}} f_{0} \mathrm{~d} w=1$.
We prove the assertion (4). Let $c_{0}>0$. Then there exists a positive constant $c_{1}$ such that

$$
c_{1} \leq c_{0} \int_{\mathbb{W}_{\beta}} f_{0}(w) \mathrm{d} w, \quad c_{1} \leq\left(\beta * f_{0}\right)^{-\frac{1}{\beta_{-}(\gamma-1)}}
$$

It is easy to see that the assertion (4) is satisfied.
Theorem 5. Let Assumption 1 together with Eq. (15) be satisfied, the probability density $f_{0}$ be in $L^{\infty}(\mathbb{V})$ and $|\mathbb{W}|=0$ but $\mathbb{W} \neq \emptyset$. Additionally, let $f_{0}$ and $\beta$ be continuous functions, $v \in \mathbb{W}, u_{0}=u_{0}(v)$ and one of the following conditions be satisfied

1. $\Phi\left(u_{0}, v\right)>0$,
2. $\Phi\left(u_{0}, v\right)=0$ and

$$
\begin{equation*}
\int_{0}^{u_{0}} \frac{1}{(\Phi(u, v))^{\beta_{-}}} \mathrm{d} u<\infty \tag{16}
\end{equation*}
$$

Then there is a blow-up in a finite time $T>0$. This blow-up occurs for all $v \in \mathbb{W}$.

Proof. It is easy to see that if $f_{0}$ and $\beta$ are continuous functions then the corresponding solution is a prori continuous. Let $v \in \mathbb{V}$. Differentiating Eq. (13) and applying Eq. (11), we have

$$
\begin{equation*}
\frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)}=\frac{\left(\beta * \partial_{t} f\right)(t, v)}{(\beta * f)(t, v)}-(\gamma-1)\left(\beta * f^{\gamma}\right)(t, v) \tag{17}
\end{equation*}
$$

Applying Lemma 4,(1) we arrive at the inequality

$$
\frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)} \geq-\mathfrak{c}\left(\beta * f^{\gamma}\right)(t, v)
$$

where $\mathfrak{c}$ is reserved for positive constants (if $\mathfrak{c}$ appears in a formula it means that the formula is valid with some positive $\mathfrak{c}$ ). Taking into account Eq. (12) and Lemma 4,(2) we have

$$
\begin{aligned}
& \frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)} \geq-\mathfrak{c} \int_{\mathbb{V}} f_{0}(w) \frac{(\gamma-1) f_{0}^{\gamma-1}(w) \partial_{t} u(t, w) e^{-z(t, w)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w \geq \\
& \quad \geq-\mathfrak{c} \int_{\mathbb{V}} f_{0}(w) \frac{(\gamma-1) f_{0}^{\gamma-1}(w) \partial_{t} u(t, w)\left(\partial_{t} u(t, v)\right)^{\frac{\beta}{\gamma}-1}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w= \\
& \quad=-\mathfrak{c}\left(\partial_{t} u(t, v)\right)^{\frac{\beta-}{\gamma-1}} \int_{\mathbb{V}} f_{0}(w) \partial_{t}\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}\right) \mathrm{d} w .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \partial_{t} u(t, v) \geq\left(\left(\beta * f_{0}\right)^{-\frac{\beta_{-}}{\gamma-1}}+\right. \\
& \left.\mathfrak{c} \int_{\mathbb{V}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w\right)^{-\beta_{-}(\gamma-1)} .
\end{aligned}
$$

Now let $v \in \mathbb{W}$. By virtue of Lemma 4,(3) we may choose another positive constant (again denoted by $\mathfrak{c}$ ) such that

$$
\partial_{t} u(t, v) \geq \mathfrak{c}\left(\int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w\right)^{-\beta_{-}(\gamma-1)} .
$$

By Eq. (15) and the monotonicity (cf. the definition of $\mathbb{W}$ ) we obtain

$$
u(t, w) \leq \frac{\beta_{1}(w)}{\beta_{1}(v)} u(t, v) \quad \text { for } w \in \mathbb{V}, v \in \mathbb{W}
$$

and

$$
\partial_{t} u(t, v) \geq \mathfrak{c}\left(\int_{\mathbb{V}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) \frac{\beta_{1}(w)}{\beta_{1}(v)} u(t, v)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w\right)^{-\beta_{-}(\gamma-1)}
$$

i.e.

$$
\partial_{t} u(t, v) \geq \mathfrak{c}(\Phi(u(t, v), v))^{\beta_{-}} .
$$

For any $v \in \mathbb{W}$ we define the comparison equation

$$
\mathrm{d}_{t} U=\mathfrak{c}(\Phi(U, v))^{\beta_{-}}
$$

Note that the right-hand side is independent of the choice of $v \in \mathbb{W}$. There are two possibilities of blow-up: either the positive stationary solution $u_{0}$ admits the positive integral, or it is infinite and Eq. (16) holds. This ends the proof.

Remark 4. The assumption on the continuity of the initial datum and the function $\beta$ is quite restrictive and probably unnatural one. We may note that the statement is more general and may be relaxed, e.g. for the càdlàg functions in one-dimensional case $d=1$.

We propose now a generalization of Theorem 2 in Ref. [14] stating the global existence in the case when $|\mathbb{W}|=0$.

Theorem 6. Let

$$
\gamma-1-\frac{1}{\beta_{-}}+\beta_{-}>0
$$

Assumption 1 together with Eq. (15) be satisfied, a probability density $f_{0}$ be in $L^{\infty}(\mathbb{V}),|\mathbb{W}|=0$ but $\mathbb{W} \neq \emptyset$, and $\int_{\mathbb{W}_{\beta}} f_{0} \mathrm{~d} w>0$. Moreover, let $f_{0}$ and $\beta$ be continuous functions. If $\Phi_{\beta}\left(u_{0}, v\right)=0, v \in \mathbb{W}$, and

$$
\begin{equation*}
\int_{0}^{u_{0}} \frac{1}{\left(\Phi_{\beta}(u, v)\right)^{\frac{1}{\beta_{-}}}} \mathrm{d} u=\infty \tag{18}
\end{equation*}
$$

then, for any $T>0$, there exists a unique solution $f=f(t)$ of Eq. (3) in $C^{1}\left(0, T ; L^{\infty}(\mathbb{V})\right)$. Moreover, the solution $f(t)$ is a probability density and is a continuous function for $t \geq 0$.

Proof. Note that the "worst" situation in Eq. (12) may happen for $v \in \mathbb{W}$. Therefore we are going to check the possibility of estimates in this case. Differentiating Eq. (13) and applying Eq. (11), we have (17). Applying Lemma 4,(1) we obtain

$$
\begin{aligned}
& \frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)}=\frac{\left(\beta * \partial_{t} f\right)(t, v)}{(\beta * f)(t, v)}-(\gamma-1)\left(\beta * f^{\gamma}\right)(t, v) \leq \\
& \leq-\left(\gamma-1-\frac{1}{\beta_{-}}+\beta_{-}\right)\left(\beta * f^{\gamma}\right)(t, v) \\
& =-\left(\gamma-1-\frac{1}{\beta_{-}}+\beta_{-}\right) \int_{\mathbb{V}} \frac{\beta(v, w) f_{0}^{\gamma}(w) e^{-\gamma z(t, w)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w .
\end{aligned}
$$

Since $\left|\mathbb{W}_{\beta}\right|>0$ and $v \in \mathbb{W}$ we have

$$
\frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)} \leq-\mathfrak{c} \int_{\mathbb{W}_{\beta}} \frac{f_{0}^{\gamma}(w) e^{-(\gamma-1) z(t, w)} e^{-z(t, w)}}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w
$$

where here and subsequently by symbol $\mathfrak{c}$ we denote a (generic) positive constant. By Lemma 4,(2) we have

$$
e^{-(\gamma-1) z(t, w)} e^{-z(t, w)}=\frac{\partial_{t} u(t, w)}{\beta * f(t, w)} e^{-z(t, w)} \geq \mathfrak{c} \partial_{t} u(t, w)\left(\partial_{t} u(t, v)\right)^{\frac{1}{\beta_{-}(\gamma-1)}}
$$

Therefore for $v \in \mathbb{W}$

$$
\begin{aligned}
& \frac{\partial_{t t} u(t, v)}{\partial_{t} u(t, v)}\left(\partial_{t} u(t, v)\right)^{-\frac{1}{\beta_{-}(\gamma-1)} \leq} \\
& \leq-\mathfrak{c} \int_{\mathbb{W}_{\beta}} f_{0}(w) \frac{(\gamma-1) f_{0}^{\gamma-1}(w) \partial_{t} u(t, w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{\gamma}{\gamma-1}}} \mathrm{~d} w \\
& =-\mathfrak{c} \int_{\mathbb{W}_{\beta}} f_{0}(w) \partial_{t}\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}\right) \mathrm{d} w .
\end{aligned}
$$

Integrating yields

$$
\begin{aligned}
& \left(\partial_{t} u(t, v)\right)^{-\frac{1}{\beta_{-}(\gamma-1)}} \geq\left(\beta * f_{0}\right)^{-\frac{1}{\beta_{-}(\gamma-1)}}(v)+ \\
& +\mathfrak{c} \int_{\mathbb{W}_{\beta}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) u(t, w)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w
\end{aligned}
$$

and, recalling Lemma 4,(4), we get

$$
\begin{aligned}
& \partial_{t} u(t, v) \leq\left(\left(\beta * f_{0}\right)^{-\frac{1}{\beta_{-}(\gamma-1)}}(v)+\right. \\
& \left.+\mathfrak{c} \int_{\mathbb{W}_{\beta}} f_{0}(w)\left(\frac{1}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) \frac{\beta_{1}(w)}{\beta_{1}(v)} u(t, v)\right)^{\frac{1}{\gamma-1}}}-1\right) \mathrm{d} w\right)^{-\frac{1}{\beta_{-}(\gamma-1)}} \\
& \leq \mathfrak{c}\left(\int_{\mathbb{W}_{\beta}} \frac{f_{0}(w)}{\left(1-(\gamma-1) f_{0}^{\gamma-1}(w) \frac{\beta_{1}(w)}{\beta_{1}(v)} u(t, v)\right)^{\frac{1}{\gamma-1}}} \mathrm{~d} w\right)^{-\frac{1}{\beta_{-}(\gamma-1)}} \\
& =\mathfrak{c}\left(\Phi_{\beta}(u(t, v), v)\right)^{\frac{1}{\beta_{-}}} .
\end{aligned}
$$

Now we may define the comparison equation

$$
\mathrm{d}_{t} U(t, v)=\mathfrak{c}\left(\Phi_{\beta}(U, v)\right)^{\frac{1}{\beta_{-}}} .
$$

The right-hand side does not depend on the choice of $v \in \mathbb{W}$. The assumption $\Phi_{\beta}\left(u_{0}, v\right)=0$ and (18) implies global existence of $U$, hence $u(t, v)$ exists globally.

Remark 5. The similar remark as Remark 4 may be related to Theorem 6.
Remark 6. We may consider a simplification of the operator $Q_{N}$ in $E q$. (2). Denote by $(\beta * f)$ the convolution-like product in $\Omega \times \mathbb{V}$, i.e.

$$
(\beta * f)(t, v)=\int_{\mathbb{V}} \int_{\Omega} \beta(v, w) f(t, y, w) \mathrm{d} y \mathrm{~d} w
$$

that however does not depend on $x$.
We can apply the technique developed in this sections to the following simplified version of Eq. (2)

$$
\begin{aligned}
& \partial_{t} f(t, x, v)+v \cdot \nabla_{x} f(t, x, v)= \\
& =(\beta * f)(t, v) f^{\gamma}(t, x, v)-\left(\beta * f^{\gamma}\right)(t, v) f(t, x, v)
\end{aligned}
$$

with the initial data $f(0, x, v)=f_{0}(x, v)$ that is a probability density on $\Omega \times \mathbb{V}$ and $\Omega=\mathbb{R}^{d}$.

We study this equation along characteristics (see Remark 3)

$$
\begin{aligned}
& \partial_{t} f^{\#}(t, x, v)=(\beta * f)(t, v)\left(f^{\gamma}\right)^{\#}(t, x, v) \\
& -f^{\#}(t, x, v)\left(\beta * f^{\gamma}\right)(t, v)
\end{aligned}
$$

Integrating yields

$$
f^{\#}(t, x, v)=\frac{f_{0}(x, v) e^{-z(t, v)}}{\left(1-(\gamma-1) f_{0}(x, v) u(t, v)\right)^{\frac{1}{\gamma-1}}}
$$

where

$$
z(t, v)=\int_{0}^{t}\left(\beta * f^{\gamma}\right)(s, v) \mathrm{d} s
$$

and

$$
u(t, v)=\int_{0}^{t}(\beta * f)(s, v) \exp (-(\gamma-1) z(s, v)) \mathrm{d} s
$$

It is easy to see that that we may formulate the theorems analogous to theorems of this section in this case.

### 2.2 Analysis in $L^{\gamma}(\mathbb{V})$ setting

In this section we are going to discuss the question of blow-up or global boundedness (on compact time intervals) with respect to $L^{p}$-norms, $1 \leq$ $p<\infty$. It is clear that global existence in $L^{\infty}$ implies the boundedness (on compact time intervals) of any $L^{p}$-norm for $p \geq 1$. On the other hand it is
not obvious whether blow-ups studied in previous section lead to blow-ups in terms of $L^{\gamma}$-norm.

We are going to express blow-up and global boundedness in $L^{\gamma}$ in terms of the following quantities

$$
M_{p, 0}=\int_{\mathbb{V}} f_{0}^{p}(v) \mathrm{d} v, \quad M_{p}(t)=\int_{\mathbb{V}} f^{p}(t, v) \mathrm{d} v
$$

referred to the initial datum $f_{0}$ and the corresponding solution $f=f(t)$, respectively. We have

$$
\begin{aligned}
& \mathrm{d}_{t} M_{p}(t)=p \int_{\mathbb{V}} f^{p-1}(t, v) \mathrm{d}_{t} f(t, v) \mathrm{d} v \\
& =\frac{p}{2}\left(\int_{\mathbb{V}} f^{p-1+\gamma}(t, v) \int_{\mathbb{V}} \beta(v, w) f(t, w) \mathrm{d} w \mathrm{~d} v+\right. \\
& +\int_{\mathbb{V}} f^{p-1+\gamma}(t, w) \int_{\mathbb{V}} \beta(v, w) f(t, v) \mathrm{d} v \mathrm{~d} w \\
& -\int_{\mathbb{V}} f^{p}(t, v) \int_{\mathbb{V}} \beta(v, w) f^{\gamma}(t, w) \mathrm{d} w \mathrm{~d} v \\
& \left.-\int_{\mathbb{V}} f^{p}(t, w) \int_{\mathbb{V}} \beta(v, w) f^{\gamma}(t, v) \mathrm{d} v \mathrm{~d} w .\right)
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \mathrm{d}_{t} M_{p}(t)=\frac{p}{2} \int_{\mathbb{V} 2} \beta(v, w)\left(f^{p+\gamma-1}(t, v) f(t, w)+f^{p+\gamma-1}(t, w) f(t, v)\right.  \tag{19}\\
& \left.-f^{p}(t, v) f^{\gamma}(t, w)-f^{p}(t, w) f^{\gamma}(t, v)\right) \mathrm{d} v \mathrm{~d} w
\end{align*}
$$

and

$$
\begin{aligned}
& \mathrm{d}_{t} M_{p}(t)=\frac{p}{2} \int_{\mathbb{V}^{2}} \beta(w, v) f(t, w) f(t, v)\left(f^{p-1}(t, w)-f^{p-1}(t, v)\right) \times \\
& \times\left(f^{\gamma-1}(t, w)-f^{\gamma-1}(t, v)\right) \mathrm{d} w \mathrm{~d} v
\end{aligned}
$$

It follows that each quantity $M_{p}, p>1$, is increasing. Let

$$
\begin{equation*}
H_{\lambda}(r)=1+\sum_{k=1}^{\infty} \gamma(2 \gamma-1) \ldots(k \gamma-k+1) M_{k \gamma-k+1,0} \frac{\lambda^{k} r^{k}}{k!} \tag{20}
\end{equation*}
$$

We note that the series (20) is convergent for small $\lambda r$ : Its radius of convergence can be calculated by the d'Alembert criterion. We have

$$
\lim _{k \rightarrow \infty} \frac{((k+1) \gamma-k) M_{(k+1) \gamma-k, 0}}{(k+1) M_{k \gamma-k+1,0}} \lambda r=(\gamma-1) \lambda r\left\|f_{0}\right\|_{\infty}^{\gamma-1}
$$

and hence

$$
\begin{equation*}
r<r_{0}=\frac{1}{(\gamma-1) \lambda\left\|f_{0}\right\|_{\infty}^{\gamma-1}} \tag{21}
\end{equation*}
$$

in order to guarantee the convergence.
The following criterion of global boundedness does not require a separation of $\beta$ from 0 .

Theorem 7 (Global boundedness in $L^{\gamma}$ ). Let the probability density $f_{0}$ be in $L^{\infty}$ and $\beta \in L^{\infty}\left(\mathbb{V}^{2}\right)$. Additionally let the initial value problem

$$
\begin{equation*}
\mathrm{d}_{t} Y=\frac{1}{\left(H_{\|\beta\| \infty}(Y)\right)^{\gamma-1}}, \quad Y(0)=0 \tag{22}
\end{equation*}
$$

has a global solution. Then the solution $f=f(t)$ of Eq. (3) is a priori bounded in $L^{\gamma}$ on each compact time interval.

Proof. We first observe that the assumptions of Theorem 7 imply that the solution $Y=Y(t)$ to Eq. (22) satisfies

$$
\begin{equation*}
Y(t)<\frac{1}{(\gamma-1)\|\beta\|_{\infty}\left\|f_{0}\right\|_{\infty}^{\gamma-1}} \quad \forall t \in(0, \infty) \tag{23}
\end{equation*}
$$

where the number on the RHS of Inequality (23) is the radius of convergence of the series (20) for $\lambda=\|\beta\|_{\infty}$ - cf. Eq. (21).

By Eq. (19) we obtain

$$
\mathrm{d}_{t} M_{p} \leq p\|\beta\|_{\infty}\left(M_{p+\gamma-1}-M_{p} M_{\gamma}\right) .
$$

Hence we have an inequality

$$
\begin{aligned}
& \mathrm{d}_{t}\left(M_{p}(t) \exp \left(p\|\beta\|_{\infty} \int_{0}^{t} M_{\gamma}(s) \mathrm{d} s\right)\right) \leq \\
& \leq p\|\beta\|_{\infty} M_{p+\gamma-1}(t) \exp \left(p\|\beta\|_{\infty} \int_{0}^{t} M_{\gamma}(s) \mathrm{d} s\right),
\end{aligned}
$$

or denoting

$$
\widetilde{M}_{p}(t)=M_{p}(t) \exp \left(p\|\beta\|_{\infty} \int_{0}^{t} M_{\gamma}(s) \mathrm{d} s\right)
$$

and

$$
Q=Q(t)=\exp \left((\gamma-1)\|\beta\|_{\infty} \int_{0}^{t} M_{\gamma} \mathrm{d} \tau\right)
$$

we have

$$
\widetilde{M}_{p}(t) \leq M_{p, 0}+p\|\beta\|_{\infty} \int_{0}^{t} \frac{\widetilde{M}_{p+\gamma-1}(s)}{Q(s)} \mathrm{d} s
$$

Iterating yields

$$
\begin{aligned}
& \widetilde{M}_{\gamma}(t) \leq M_{\gamma, 0}+\sum_{k=1}^{\infty} \gamma(2 \gamma-1) \ldots(k \gamma-k+1)\|\beta\|_{\infty}^{k} M_{k \gamma-k+1,0} \times \\
& \times \int_{0}^{t} \frac{1}{Q\left(t_{1}\right)} \int_{0}^{t_{1}} \frac{1}{Q\left(t_{2}\right)} \cdots \int_{0}^{t_{k-1}} \frac{1}{Q\left(t_{k}\right)} \mathrm{d} t_{k} \ldots \mathrm{~d} t_{1},
\end{aligned}
$$

and

$$
\begin{aligned}
& M_{\gamma}(t) \exp \left(\|\beta\|_{\infty} \int_{0}^{t} M_{\gamma}(\tau) \mathrm{d} \tau\right) \leq \frac{M_{\gamma, 0}}{Q(t)}+\sum_{k=1}^{\infty} \gamma(2 \gamma-1) \ldots(k \gamma-k+1) \times \\
& \times\|\beta\|_{\infty}^{k} \frac{M_{k \gamma-k+1,0}}{Q(t)} \int_{0}^{t} \frac{1}{Q\left(t_{1}\right)} \int_{0}^{t_{1}} \frac{1}{Q\left(t_{2}\right)} \cdots \int_{0}^{t_{k-1}} \frac{1}{Q\left(t_{k}\right)} \mathrm{d} t_{k} \ldots \mathrm{~d} t_{1} .
\end{aligned}
$$

Integrating on $[0, t]$ yields

$$
\begin{aligned}
& \frac{Q^{\frac{1}{\gamma-1}}(t)-1}{\|\beta\|_{\infty}} \leq \int_{0}^{t} \frac{M_{\gamma, 0}}{Q\left(t_{1}\right)}+\sum_{k=1}^{\infty} \gamma(2 \gamma-1) \ldots(k \gamma-k+1) \times \\
& \times\|\beta\|_{\infty}^{k} \frac{M_{k \gamma-k+1,0}}{Q(t)} \int_{0}^{t_{1}} \frac{1}{Q\left(t_{2}\right)} \int_{0}^{t_{2}} \frac{1}{Q\left(t_{3}\right)} \ldots \int_{0}^{t_{k}} \frac{1}{Q\left(t_{k+1}\right)} \mathrm{d} t_{k+1} \ldots \mathrm{~d} t_{1} .
\end{aligned}
$$

that is

$$
\begin{equation*}
Q(t) \leq\left(H_{\|\beta\|_{\infty}}\left(\int_{0}^{t} \frac{1}{Q(s)} \mathrm{d} s\right)\right)^{\gamma-1} \tag{24}
\end{equation*}
$$

As we observed earlier the quantities $M_{p}$ are increasing for $p>1$, hence $Q$ is an increasing function as well. Among the increasing functions that satisfy Inequality (24) the largest is a function for which the inequality becomes the equality. Thus we can claim that

$$
Q(t) \leq \frac{1}{\mathrm{~d}_{t} Y(t)}=\left(H_{\|\beta\|_{\infty}}(Y(t))\right)^{\gamma-1}, \quad t>0
$$

where $Y$ is the solution to Eq. (22).
Keeping in mind that $Y$ is strictly increasing and Eq. (23) is satisfied we conclude that $Q(t)$ is bounded on any compact time interval and hence $M_{\gamma}(t)=\|f(t, .)\|_{\gamma}^{\gamma}$ is also bounded on any compact time interval. This ends the proof.

Theorem 8 (Blow-up of the $L^{\gamma}$-norm). Let the probability density $f_{0}$ be in $L^{\infty}$ and Assumption 1 be satisfied. Additionally let the IVP

$$
\begin{equation*}
\mathrm{d}_{t} Y=\frac{1}{\left(H_{\underline{\beta}}(Y)\right)^{\gamma-1}}, \quad Y(0)=0, \quad \underline{\beta}=\beta_{-} \beta_{+}, \tag{25}
\end{equation*}
$$

have a solution only for $t \in[0, T)$. Then the $L^{\gamma}$-norm of the solution $f=$ $f(t)$ of Eq. (3) blows up before $T$.

Proof. We first observe that the assumptions of Theorem 8 imply that the solution $Y=Y(t)$ to Eq. (25) satisfies

$$
\begin{equation*}
Y(t)<\frac{1}{(\gamma-1) \underline{\beta}\left\|f_{0}\right\|_{\infty}^{\gamma-1}}, \quad \forall t \in[0, T), \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow T} Y(t)=\frac{1}{(\gamma-1) \underline{\beta}\left\|f_{0}\right\|_{\infty}^{\gamma-1}} . \tag{27}
\end{equation*}
$$

By Eq. (19) we obtain

$$
\mathrm{d}_{t} M_{p} \geq p \underline{\beta}\left(M_{p+\gamma-1}-M_{p} M_{\gamma}\right),
$$

for $p \geq \gamma$. By iteration we obtain the desired lower estimate in terms of $Y(t)$, that is

$$
Q(t) \geq\left(H_{\underline{\beta}}\left(\int_{0}^{t} \frac{1}{Q(s)} \mathrm{d} s\right)\right)^{\gamma-1}
$$

and hereafter

$$
Q(t) \geq \frac{1}{\mathrm{~d}_{t} Y(t)}=\left(H_{\underline{\beta}}(Y(t))\right)^{\gamma-1}, \quad t>0
$$

where $Y$ is the solution to Eq. (25).
Keeping in mind that $Y$ is strictly increasing and Eqs. (26) and (27) are satisfied we obtain that $Q(t)$ is bounded on a subinterval of $[0, T)$. This ends the proof.

Corollary 8.1. Let the probability density $f_{0}$ be in $L^{\infty}$ and $\beta \in L^{\infty}\left(\mathbb{V}^{2}\right)$ (not necessarily separated below from zero) and

$$
\int_{0}^{\frac{u_{0}}{\|\beta\|_{\infty}}}\left(H_{\|\beta\|_{\infty}}(y)\right)^{\gamma-1} \mathrm{~d} y=+\infty .
$$

Then the solution $f=f(t)$ of Eq. (3) is a priori bounded in $L^{\gamma}$ on each compact time interval.
If $f_{0}$ belongs to $L^{\infty}$ and $\beta \in L^{\infty}\left(\mathbb{V}^{2}\right)$ is separated from zero $\beta \geq \underline{\beta}>0$ and

$$
\int_{0}^{\frac{u_{0}}{\beta}}\left(H_{\underline{\beta}}(y)\right)^{\gamma-1} \mathrm{~d} y<+\infty
$$

then a blow-up of the $L^{\gamma}$-norm occurs.
Remark 7. By the theory of ODE's the upper bound of the blow-up time $T$ coincides with $\int_{0}^{\frac{u_{0}}{\beta}}\left(H_{\underline{\beta}}(y)\right)^{\gamma-1} \mathrm{~d} y$.

## 3 Concluding remarks - Challenging problems

Ref. [14] and the present paper clearly show that Eq. (7) and Eq. (3) may generate very complex behavior of solutions. The constant $\beta$ (i.e. Eq. (7)) case studied in Ref. [14] leads to the full description of blow-up versus global existence behavior. The case of non-constant $\beta$, studied in the present paper, is certainly more complex and we are quite far from the full description for the general $\beta$. In the present paper we proved that the methods of Ref. [14] can be generalized in order to state similar results but under some restrictive assumptions on $\beta$ itself. A very interesting both from theoretical and applicative points of views case is $\beta$ that satisfies

$$
\begin{equation*}
\beta(v, w)=\beta_{0}(|w-v|) \tag{28}
\end{equation*}
$$

where the function $\beta_{0}$ has a "small" support. The theory developed in the present paper - that bases on Assumption 1 or factorization (15) - does not cover case (28).

In numerous simulations we observe a tendency to blowing-up. For example consider $\mathbb{V}=[0,1], \gamma=2$,

$$
\beta_{0}(v)=\chi(v \leq r), \quad v \geq 0
$$

where $\chi($ true $)=1, \chi($ false $)=0$ and $r=\frac{1}{4}$.
Then we have - see Figure ? ? -
It turns out that the methods of Section 2.2, i.e. the criteria of $L^{\gamma}$ blowup and global existence, can be applied to Eq. (1) or Eq. (2). One can redefine the quantities $M_{p, 0}$ and $M_{p}$

$$
M_{p, 0}=\int_{\mathbb{R}^{d}} \int_{\mathbb{V}} f_{0}^{p}(x, v) \mathrm{d} v d x, \quad M_{p}(t)=\int_{\mathbb{R}^{d}} \int_{\mathbb{V}} f^{p}(t, x, v) \mathrm{d} v \mathrm{~d} x
$$

and use

$$
\int_{\mathbb{R}^{d}} \nabla_{x} f^{p} \mathrm{~d} x=0 .
$$

This problem will be studied in a further publication.
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