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Abstract. Online Social Networks (OSN) are increasingly becoming victims
of Sybil attacks. These attacks involve creation of multiple colluding fake ac-
counts (called Sybils) with the goal of compromising the trust underpinnings
of the OSN, in turn, leading to security and the privacy violations. Existing
mechanisms to detect Sybils are based either on analyzing user attributes and
activities, which are often incomplete or inaccurate or raise privacy concerns,
or on analyzing the topological structures of the OSN. Two major assump-
tions that the latter category of works make, namely, that the OSN can be
partitioned into a Sybil and a non-Sybil region and that the so-called “attack
edges” between Sybil nodes and non-Sybil nodes are only a handful, often do
not hold in real life scenarios. Consequently, when attackers engineer Sybils to
behave like real user accounts, these mechanisms perform poorly. In this work,
we propose SybilRadar, a robust Sybil detection framework based on graph-
based structural properties of an OSN that does not rely on the traditional
non-realistic assumptions that similar structure-based frameworks make. We
run SybilRadar on both synthetic as well as real-world OSN data. Our results
demonstrate that SybilRadar has very high detection rate even when the net-
work is not fast mixing and the so-called “attack edges” between Sybils and
non-Sybils are in the tens of thousands.

Keywords: security of on-line social networks, sybil attacks and detection, graph
structures, graph metrics

1 Introduction

The success of Online Social Networks (OSNs) [?] such as Facebook, Twitter, LinkedIN,
and Google+, have made them a lucrative target for attackers. Owing to their open
nature, they are specifically vulnerable to a new form of threat call Sybils. In a Sybil
attack, an adversary creates a large number of fake identities or forges a large num-
ber of existing identities and uses those to target the trust underpinnings of the
OSN [?]. Various types of malicious attacks can be launched this way such as, social
spamming [?], malware distribution [?], and private data collection [?]. Therefore,
it is important to provide OSN administrators a tool for detecting Sybil accounts
automatically, speedily and accurately.

Although much effort has been devoted to design such a tool, existing Sybil de-
fense approaches are efficient against a naïve attacker but can be evaded by sophis-
ticated ones. An attacker can evade a “content-based approach” in which different



features of OSN user-level attributes and activities are analyzed to discriminate them
from fake account activities [?], by creating fake accounts whose features are similar
to those of real accounts. On the other hand, several researches [?], [?], [?] have
shown that “structure-based approaches”, which model the OSN as graph with nodes
and edges respectively representing user accounts and social relationships, can be
evaded by an attacker who succeeds in creating a large number of edges between
the fake accounts and the benign ones. This happens specially in weak-trust OSNs.
Given that extracting and selecting appropriate features from users attributes and
activities for content-based Sybil detection is challenging, prone to inaccuracies, and
often raises privacy issues, we propose SybilRadar, a Sybil detection mechanism that
is based on graph-based structural properties of OSNs. SybilRadar is able to protect
OSNs with weak trust relationships against Sybil attacks. We exprimentally evalu-
ate the accuracy of SybilRadar in detecting Sybils using real world OSN data. Our
results show that SybilRadar has much better detection accuracy than the closest
competitor.

The rest of the paper is organized as follows. Section 2 discusses major works
in OSN Sybil defense. In Section 3 we present the system model for SybilRadar.
We discuss why assumptions in existing structure-based detection mechanisms are
invalid under real world settings. We end the section with a discussion on our attack
model. The main design of SybilRadar is presented in Section 4. We discuss the major
intuitions in our design and the different graph metrics that we used. Section 5
presents the experimental setup and evaluation of SybilRadar including comparison
with SybilRank, which is the closest in design to SybilRadar. We conclude in Section
6 with a discussion of our results and pointers to future work.

2 Related Works

Several studies have shown that OSNs are very vulnerable to Sybil attacks. Face-
book [?], Twitter [?], [?], and Renren [?] have each experienced significant amount
of spams whose origins were Sybil attacks. Several researchers have investigated ap-
proaches to defend against Sybil attacks on Online Social Network following studies
that have been conducted to assess the severity of these attacks. Two bodies of works
have been proposed in order to mitigate Sybils. The first body of works that we call
content-based approaches leverages user behaviors and employs machine-learning
techniques to learn and classify these behaviors. OSN nodes deviating significantly
from these nodes are called Sybils. The second body of works that we call structure-
based approaches leverages graph-theoretic proprieties of the social network. Nodes
that exhibit significantly different properties than others are identified as Sybils.
Content-based approaches aim to find Sybil accounts by using a classifier trained
using machine-learning techniques. The most recent user activities are analyzed
to extract some unique features that will serve as inputs on which a classifier is
built. Machine-learning techniques such as clustering, support vector machines, and
Bayesian networks are used to build the classifier. Some of these approaches are used
for spam detection such as blacklisting, whitelisting, and URL filtering [?], [?], [?].
While many of these approaches have very high detection rates, the problem with



these approaches is that they are only as good as the data that are used to train the
classifiers. We believe that identifying proper features from user attributes and ac-
tivities is challenging because these attributes often contain incomplete, inaccurate
and sometimes purposefully misleading information. Additionally, a sophisticated
attacker can create fake accounts presenting features similar to the ones one of real
accounts, thus evading detection. We also believe creating such user profiles can
lead to privacy breaches and are not supportive of such techniques. Consequently,
We do not consider content-based approaches in our work any further.
Structure-based approaches model an OSN as a graph with user accounts and so-
cial relationships respectively represented by nodes and links. These approaches
determine some graph-theoretic characteristics of nodes which are then used to dis-
criminate Sybils from the real ones. Existing structure-approaches are based on two
assumptions. The first is that the social graph will be partitioned into two distinct
regions, one region with the Sybil nodes and the other one with benign nodes. The
second assumption is that there will be only a small number of attack edges between
the two regions, as a consequence of the strong trust relationship in the social graph.
Several mechanisms use these approaches to detect Sybil communities, which are
tight-knit communities that have a small quotient-cut from the honest region of the
graph [?], [?], [?].

SybilRank [?] is one of the most well-known techniques. It uses graph-theoretic
properties of the OSN social graph to compute the likelihood of users to be Sybils
in order to perform the ranking. The detection starts with the administrator deter-
mining some known real users as initial seed node. A short random walk is run with
the known seeds. At the end of the random walk, all nodes are given trust values
which are the landing probabilities for the random walk. SybilRank then ranks all
the nodes based on their trust value. Nodes having higher trust value will be at the
top, while the nodes with lower trust values will be lowly ranked. SybilRank per-
forms almost linearly in the size of the social graph.

However, SybilRank is based on certain assumptions that several researches [?],
[?] have proven not to be true in real life. In addition to these researches, Yang et
al. show that Sybils on Renren blend into the social graph rather than forming tight
communities [?]. Mohaisen et al. show that many social graphs are not fast-mixing,
which is a necessary precondition for the structure-based Sybil detector of Sybil-
Rank to be effective [?]. SybilRadar, on the other hand, does not make any of these
assumptions.

Integro [?] is an approach that extends SybilRank. It is developed without the
two assumptions on which SybilRank is based on. Integro is a hybrid approach. It
mixes content-based approach with a structure-based approach in order to detect
Sybils. Integro first determines unique features for users which are used to build
a feature-vector. The feature-vectors are used to train a classifier that predicts po-
tential victims of Sybil attacks. After finding the potential victims, the edges in the
social graph are given weights based on whether they are adjacent to the potential
victims or not. The ranking is then performed by a modified random walk. Integro
achieved a 95% precision in detecting Sybils. Our approach produces similar detec-
tion accuracy without using any content-based techniques.



SybilFrame [?] relaxes the assumptions that the social network can be parti-
tioned into two distinct regions – Sybil and non-Sybil – and that there exists only a
small number of attack edges between the two regions. SybilFrame is also a hybrid
approach that leverages the attributes of an individual node along with a measure of
correlation between connected nodes in order to classify nodes among benign and
Sybils. SybilFrame operates in two steps. In the first step the initial network data
are fed into the framework from which node unique features are extracted in order
to compute node prior information. In Step 2, the node prior information are pro-
vided to the posterior inference layer in order to compute the correlation between
nodes. This nodes correlation is computed using Markov Random Field, and along
with the Loopy Belief Propagation method, it provides the posterior information of
nodes which is used to perform the ranking of nodes.

3 Preliminaries

We begin by presenting the system model for our work. We then introduce the notion
of strong and weak trust relationships in OSNs. We explain why SybilRank does
not perform well in a real-world OSN with weak trust. We end this section with a
discussion of our attack model.

System Model: Trust relationship between two OSN users allows one to assess
the information based upon which further information sharing can be performed or
a service can be expected [?], and is the underpinning on which OSNs are built. Con-
sider the social network topology as defined by a graph G = (V,E) comprising a set
of vertices V, denoting users on the social network and E a set of edges, representing
trust relationships (or friendship) between users. We assume trust relationships are
mutual (bi-directional) and represent it with undirected edges between the users in
the graph G. Two kind of nodes are considered here – an honest node and a Sybil
node. A honest node that has accepted, or is susceptible to accepting a friend request
from a Sybil node is considered to be a victim node. The subgraph of G containing all
the honest nodes is considered to be the honest region of the OSN, while the Sybil
region is the subgraph of G containing all sybil nodes.

We consider three kind of edges. Attack edges are those connecting victim nodes
in an honest region and Sybil niodes. Sybil edges connet Sybil nodes to each other.
Finally we have honest edges that connect honest nodes with each other.

OSNs with weak trust: In early studies [?], [?], OSNs were assumed to have
strong trust relationships. OSNs with strong trust are those that possess the property
of fast-mixing. For Sybil detection purposes, this boils down to a social network with
a small cut, which is a set of edges whose removal will disconnect the graph into
two distinct regions – the honest region and the Sybil region [?]. In other words, in
a social network with strong trust we can distinguish the two distinct regions and
there is a very limited number of attack edges between the regions (in the tens).
OSN with weak trust, on the other hand, is a network that does not display the fast-
mixing property. Indeed, it was demonstrated [?] that not many social networks are
fast-mixing. In this work, we assume an OSN with weak trust, which is in contrast
to SybilRank.



Attack Model: We assume that an attacker can create an unlimited number of
Sybil nodes constituting a subgraph (the Sybil region) whose topology is beyond
the control of the OSN provider. Attackers can create as many number of attack
edges as they want, but they do not have control on how many of those attacks
edges will be successful in establishing victims. Our Sybil defense mechanism is built
around the assumption that we know at least one honest node. This assumption is
reasonable since such information can be provided by the administrator of the OSN
after a carefully designed process for that purpose. Same assumption is made by
other works as well. In addition, we assume that the attacker does not have complete
knowledge of the entire OSN topology, since this will require him to crawl the entire
network. However, the attacker can acquire the knowledge about a subgraph of the
OSN

4 SybilRadar System Design

SybilRadar operates in three steps. The process starts with the network dataset (set
of nodes and edges) being fed to the SybilRadar framework. The first step involves
the computation of similarity values between a given pair of nodes. The chosen
similarity metric is the Adamic-Adar metric [?], which is based on the notion of
common friends between any given pair of nodes. The intuition for choosing this
metric is that honest nodes will have more friends in common that Sybil nodes. In the
second step, the result from the first step is refined using another similarity metric
which is the Within-Inter-Community metric (WIC) [?]. This metric leverages the
underlying community structure of the given social graph. The Louvain method [?] is
used to find the social graph community information that is fed to the WIC similarity
metric computation. This step produces the prior information which is the similarity
values of any given pair of nodes driven by the community they belong to. We end
this step with a tuning of the nodes similarity values for those nodes with a similarity
value greater than 1. We assign the resulting similarity values to the social graph
edges as their weights. In the third step, we run a Modified Short Random Walk
on the weighted social graph. This step produces trust values, which are the node’s
landing probabilities of the random walk. These values are assigned to each node
as the posterior information in order to perform the ranking of nodes.

4.1 Predicting Attack Edges

Similarity metrics have been extensively used in the field of link prediction in net-
works. The link prediction problem consists of predicting possible future links based
on observing existing links in a given network. Sybils try to maliciously create trust
relationships with honest nodes by creating attack edges. Our algorithm tries to
predict these bad links. The prediction of future possible links can be based on ob-
serving unique and recent features of nodes present in the network, or can be based
on structural properties of nodes present in the network. In the first case, feature
similarity metrics are used, while structural similarity metrics are used in the lat-
ter case. Interested readers are referred to [?], [?] for link prediction works using



feature similarity metrics, and references [?], [?] for link prediction works based
on structural similarity metrics. In OSNs node attributes are not always available.
For example, users may not complete their profiles or provide inaccurate or mis-
leading information to protect their sensitive information. Moreover, trying to learn
user behavior, where complete information is available, may raise privacy concerns.
This leads us to consider structural similarity metrics, which are based solely on the
structure of the social graph induced by trust relationships between users [?].

We adopt the Adamic-Adar metric [?] to compute an initial similarity value of
pairs of nodes. For a given OSN graph G = (V, E), let x and y be two nodes and Γ (x)
and Γ (y) be the sets of neighbors of x and y . The Adamic-Adar (or simply Adamic)
similarity measure is given by

SAA
x ,y =
∑

w∈Γ (x)∩Γ (y)

1
log | Γ (w) |

(1)

Given the initial social graph, running the Adamic similarity metric on each pair
of nodes results in a weighted social graph with the weight on a link being the sim-
ilarity value of nodes adjacent to that link. For a given social graph G = (V, E) and
for each edge (u1, u2) ∈ E, the similarity value Adamic(u1, u2) becomes its weight
w(u1, u2). After computing the Adamic similarity metric we make the following ob-
servations :

1. We have three sets of edges: edges with weight w(u1, u2) = 0, those with weight
w(u1, u2) ∈ [0,1], and the edges with weight w(u1, u2)> 1.

2. For the attack edges, at least 95% of them have their weight w(u1, u2) = 0,
and less than 5% have their weight w(u1, u2) ∈ [0, 1], while about zero to an
infinitely small number of them have their weight w(u1, u2)> 1.

3. The situation for honest edges is quite different. At least 90% of them have their
weight w(u1, u2) > 1, and about less than 5% have their weight w(u1, u2) ∈
[0,1], whereas those with weights w(u1, u2) = 0 are also less than 5%.

We were able to make these observation because the social graph used for simu-
lation purpose is derived from a synthetic network whose attack edges, Sybil edges
and honest edges are known beforehand. We were able to predict about 90% of ex-
isting attack edges. We made similar observation later with our real data. We observe
that predicting attack edges can be very helpful. since it can reveal nodes that have
potentially been victims of Sybil attacks. This can be a valuable information for a
system administrator. Note, however, that not all edges that have their w(u1, u2) = 0
are all attack edges. In other words, some honest edges, as well as some Sybil edges,
have their weight equal to 0. This is due to the fact that not all pairs of honest nodes
or Sybil nodes have common friends, which is the criteria used in computing the
similarity value using the Adamic metric.

4.2 Further Refinement of Attack Edge Detection

We next observed that there was an extreme case where our current Sybil detection
algorithm completely looses its accuracy. This situation arises when the number of
attack edges far exceeds the number of honest nodes.



This situation is not desirable because, at this level, any attacker that can succeed
to create a huge number of attack edges compared to the number of benign accounts
and get a high degree of certainty of having a significant number of his Sybil accounts
evading the Sybil detection mechanism. We observe that among the attack edges
that were not detected a significant number have their weights w(u1, u2) ∈ [0, 1].
These edges are mixed with a significant portion of other non attack edges which
also have their weight w(u1, u2) ∈ [0,1]. We want to filter out as many attack edges
as we can in order to increase the number of detected attack edges. For this purpose,
we leverage properties of communities (or clusters) in networks.

Community detection OSNs typically display clustering characteristics. The idea of
using a clustering structure when designing a similarity metric was advanced by [?]
who showed that link prediction measures based on structural similarity perform
poorly for a network with a low clustering structure. This inspired [?] to first divide
the network into communities, and use this clustering structure information in de-
signing a similarity metric for the link prediction problem. In order to measure the
quality of a community structure, Newman et al [?] introduced a modularity func-
tion Q. Given a social graph G = (V, E), the modularity function can be expressed as
follows:

Q =
1

2m

∑

(Ai j −
kik j

2m
)δ(Ci , C j) (2)

where ki and k j are respectively the degree of nodes i and j. Ai j represents an
element of the adjacency matrix, and m is the size of E which is the set of edges
of the given graph G. Ci and C j are the respective communities to which i and
j belong. The parameter δ is the Kronecker delta symbol whose value is 1 when
both i and j belong to the same community, and is 0 when both nodes belong to
different communities. The goal of community detection is to divide a network into
communities in a manner that maximizes the value of the modularity. In our Sybil
detection algorithm we use a modularity optimization method called the Louvain
Method [?].

To identify clusters, we first collect all the edges with weight w(u1, u2) ∈ [0,1],
and for each of these edges we compute the similarity value of its end nodes using
the Within Inter Cluster (WIC) similarity metric [?]. This metric is built based on the
notion of within-cluster common neighbors and inter-cluster common neighbors. For a
given graph G = (V, E), and nodes u, v, w ∈ V , w is said to be a within-cluster com-
mon neighbor of u and v if w belongs to the same community as them. Otherwise,
w is said to be an inter-cluster common neighbor of u and v. The W IC metric is de-
fined to be the ratio between the size of the set of within- and inter-cluster common
neighbors [?].

Running the WIC similarity metric on edges with weight w(u1, u2) ∈ [0,1] results
in this set of edges being reduced in size. Some of its edges are converted to edges
with weight w(u1, u2) > 1 while the remaining are converted to edges with weight
w(u1, u2) = 0, thus increasing the size of the set of attack edges. We terminate this
preprocessing with a tuning that aims to scale down all weights w(u1, u2) > 1 to
w(u1, u2) = 1. The benefit of this transformation is a gain in the accuracy and the



stability of the detection mechanism. We are now ready to proceed to the ranking
of nodes in order to declare which ones are Sybil nodes, and which ones are benign
nodes.

4.3 Trust Propagation

To rank the nodes, each node in the OSN is assigned a degree-normalized landing
probability of a modified short random walk. The walk starts from a known non-
Sybil node. Using this node, we compute the probability of a modified random walk
to land on each node ui after k steps. This landing probability is analogous to the
strength of the trust relationship between the nodes, and each step of the walk’s
probability distribution is considered as a trust propagation process [?].

Early terminated walk: The modified random walk used by SybilRadar is called a
short walk because it is an early terminated walk [?]. A random walk that is run long
enough will end up with with all the nodes in the social graph having an uniform
trust value. The uniform trust value is called the convergence value of the random
walk [?]. The number of steps k required for a random walk to converge is called
the mixing time of the social graph. Several researches [?], [?], [?] have shown that
for various social networks, the mixing time is larger than O(log n) with n being
the number of nodes in the social graph. To compute the trust values, SybilRadar
adapts the Power Iteration method [?]. In SybilRadar the modified power iteration
is terminated after O(logn) iterations.

Our modified power iteration method takes as input the transition matrix of
social graph, where each element of the matrix is the probability of the random walk
to transition from one node to another. The method is executed as a succession of
transition matrix multiplications, and at each step the iteration computes the trust
distribution over nodes. It works as follows. We define the trust value on a node v
after i iterations as T (v), and the total trust as the value T ≥ 1. Given s1, . . . , sk the
selected trust seeds, we initialize the power iteration by distributing the total trust
among the trust seeds as follows:

T (0)(v) =

¨

T/k if v is a trusted seed

0 otherwise
(3)

After the initialization step, each node vi is assigned a trust value T (vi). The pro-
cess then proceeds with each node vi evenly distributing its trust value T (vi) to each
of its neighbor v j during each round of power iteration. Each node vi then updates
its trust value in accordance with the trust values received from its neighbors. The
trust distribution is done proportionally to w(vi , v j)÷ deg(v j) which is the ratio of
the weight on the edge between the node vi and its neighbor v j over the degree of
the neighbor node v j . The use of the weight ensures that a big fraction of the total
trust will be distributed to benign accounts rather to Sybil accounts. This results in
benign accounts having higher trust value than Sybil accounts. The entire process is
summarized in equation 4.



T (k)(vi) =
∑

(vi ,v j)∈E

T (k−1)(v j)
w(vi , v j)

deg(v j)
(4)

After O(logn) iterations, the resulting trust value T (vi) assigned to each node vi
is normalized according to vi degree. The normalization process involves dividing
each node trust value by its degree. This transformation is motivated by the fact
that trust propagation is influenced by the node degree, and that this results in the
trust propagation being biased toward node with higher degree when the number
of iterations grows larger. The normalization ensures that benign nodes get trust
values that are close in value [?]. This is influential in identifying Sybil nodes after
the ranking.

5 System Evaluation

We first evaluate SybilRadar using both a synthetic network and a real dataset col-
lected from Facebook. For both evaluations we employ procedures that other re-
searchers have used in this line of work. We compare SybilRadar against SybilRank
which takes the same structure-based approach that is also based on the use of the
power iteration method albeit on an unweighted graph unlike SybilRadar which
uses a weighted graph.

Comparing SibilRadar to SybilRank will help highlight the role played by simi-
larity metrics in detecting Sybil accounts. In addition, SybilRank has been demon-
strated to outperform other previous structure-based methods [?]. Although Integro
outperforms SybilRank, it is not a pure structure-based approach since it leverages
account’s feature information collected from recent users activities. We have indi-
cated earlier our reservations for using user attributes or activities in Sybil detection.
For this reason, we are not including it in our comparison.

Evaluation metric: To express SybilRadar’s performance, we use the Area Under
the Receiver Operating Characteristic Curve (AUC). AUC for our purpose is defined
as the probability to have a randomly selected benign node ranked higher than a
randomly selected Sybil node. The AUC is a tradeoff between the False Positive Rate
and the True Positive Rate of the classifier. A perfect classifier has an AUC of 1 while
a random classifier has an AUC of 0.5. Therefore, we expect our classifier to perform
better than a random classifier, and to have an AUC as close as possible to 1.

5.1 Evaluation on Synthetic Networks

The synthetic network is generated using known social network models. First, the
honest and the Sybil regions are generated by providing relevant parameters to the
network model, like the number of nodes, and the average degree of nodes. Then,
the attack edges are generated following the scenario chosen in the experiment.
They can be randomly generated or generated in a way to target some specific honest
nodes.

Initial Evaluation: We generate the honest region and the Sybil region using the
Powerlaw model. The honest region has a size 4000 nodes while the Sybil region has



400 nodes. Both regions have an average degree of 10. The attack scenario chosen
simulates an attacker randomly generating 2000 attack edges. The weights on the
edges are set to be the values resulting from the two similarity metrics previously
described in this section 4.2. For this experiment, we select 20 trust seeds from the
honest region. These are supposed to be some nodes that the OSN system adminis-
trator is absolutely certain to be honest nodes.

Results: Comparing the ranking quality of both SybilRank and SybilRadar under
the chosen scenario, the results show that SybilRadar outperforms SybilRank. Sybil-
Radar resulted in an AUC which is always greater than 0.95, an AUC that is higher
than SybilRank’s AUC of 0.90.

Varying the number of attack edges : In the next experiment, we keep the honest and
the Sybil regions as set up in the previous Basic Evaluation. In order to stress-test
the platforms being compared, we decide to successively vary the number of attack
edges from 1000 to 10000. We want to investigate how the increase in number of
attack edges affects the performance of both platforms.

Results: This result can be seen in Figure 1(a). As the number of attack edges
increases, we notice that SybilRank is unable to keep its initial performance, with its
AUC dropping from 0.97 to less than 0.6. Meanwhile, the increase in the number of
attack edges affects the performance of SybilRadar only marginally. Its AUC still stays
above 0.90. This highlights the effectiveness of using similarity metrics in detecting
Sybil nodes in the case of social graphs with weak trust.

Varying the size of the Sybil region : In this experiment, we explore how the increase
in the size of the Sybil region affects the performance of both platforms. For this
purpose, we design a honest region with 4000 nodes, and an average degree of 10.
The attacker is able to create randomly 4000 attack edges. We vary the size of the
Sybil region from 100 to 500 nodes each with an average degree of 10.

Results: The experiment results (see figure 1(b)) show that SybilRadar and Sybil-
Rank react differently to the increase in the size of the Sybil region. When the size of
the Sybil region is relatively small compared to the size of the honest region, Sybil-
Rank performs poorly. SybilRank performance improves when the size of the Sybil
region get relatively bigger. However, as illustrated in figure 1b, SybilRadar displays
a stable performance that is less sensitive to the size of the Sybil region.

5.2 Evaluation on Real-world Twitter Network

To study if our choice of data in the previous experiments biased our results, we
also evaluated the performance of SybilRadar under larger datasets from a different
OSN, namely, the Twitter network. The dataset we used is a combination of four
datasets: The FakeProject dataset, the Elezioni2013 dataset, the TWT dataset, and
the INT dataset [?]. The FakeProject dataset contained profiles of real users who
received friend requests from @TheFakeProject, an account created for The Fake-
Project that was initiated in 2012 at IIT-CNR, in Pisa-Italy. The Elezioni2013 dataset
was generated in 2013 for a sociological research undertaken by the University of
Perugia and University of Rome, La Sapienza. The TWT dataset and the INT dataset



(a) Varying number of attack edges (b) Varying size of the Sybil region

Fig. 1: Performance on synthetic data

were a set of fake accounts purchased respectively from the fake accounts providers
http://twittertechnology.com and http://intertwitter.com. The first
two datasets mentioned provided the honest nodes while the last two datasets pro-
vided the fake nodes [?].

Pre-processing: Since the Twitter network is directed, we considered only the set
of bidirectional edges. This provided us with an initial network of 469,506 nodes
and 2,153,427 edges. We further refined this network by removing all nodes with
degree less than 1. The resulting twitter network then comprised 135,942 nodes and
1,819,864 edges. The honest region comprised 100,276 nodes and 634,127 edges
while the Sybil region was constituted of 35,666 nodes and 1,086,352 edges. The
two regions were connected by 99,385 attack edges.

Results: We ran SybilRadar several times using the Twitter dataset described
above. SybilRadar resulted in an AUC which was always greater than 0.95 as shown
in figure 2.

6 Conclusion

In this paper, we presented a new framework for detecting Sybil attacks in an On-
line Social Network. In a Sybil attack, an adversary creates a large number of fake
identities in an OSN or forges existing identities. The adversary then uses these fake
identities to influence the underlying trust basis of the OSN and perform malicious
activities such as social spamming, malware distribution and private data collection.
Sybils are a significant threat to the OSN. While they cannot be prevented in most
OSNs because of their open nature, this work provides a solution by which the OSN
operator can automatically, speedily and accurately detect such Sybils.

SybilRadar belongs to the class of Sybil detection techniques that rely on the
graph structure of the OSN. This is in contrast to the alternate group of detection
mechanisms that rely of identifying features related to user attributes and activities.
We believe that while the second class of detection algorithms may provide good de-
tection results on carefully cleaned up OSN data, in real life such data is difficult to



Fig. 2: Performance on Twitter dataset

obtain since OSN users frequently leave their profiles incomplete or use misleading
information purposefully. Moreover, trying to obtain user activity related data may
raise serious privacy concerns. As a result, SybilRadar relies on just the structural
properties of the OSN graph. We used a variety of OSN test data – both synthetic as
well as real-world – to evaluate the detection accuracy of SybilRadar. Our experi-
mental results show that SybilRadar performs very well – much better than the most
well known similar technique – even for OSNs that have the weak trust model and
which have a very large number of attack edges between Sybil nodes and honest
nodes.

For future work, we plan to add a temporal dimension to our detection frame-
work. Sybil behavior will most likely not be static but change with time. We expect
to see major differences in how structural properties of honest nodes change over
time and how that of Sybil nodes change. We would like to investigate how this
can be modeled to detect Sybils. Also, although we are not a big supporter of us-
ing user attributes and activities in Sybil detection, we admit that these techniques
can provide somewhat better results. We would like to investigate if and how these
techniques can be integrated with SybilRadar so as to improve it but in a manner
that does not raise any privacy issues related to OSN users.
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