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Abstract

In this paper, we address the problem of temporal alignment of surfaces for subjects dressed in wide clothing, as acquired by calibrated multi-camera systems. Most existing methods solve the alignment by fitting a single surface template to each instant’s 3D observations, relying on a dense point-to-point correspondence scheme, e.g. by matching individual surface points based on local geometric features or proximity. The wide clothing situation yields more geometric and topological difficulties in observed sequences, such as apparent merging of surface components, misreconstructions, and partial surface observation, resulting in overly sparse, erroneous point-to-point correspondences, and thus alignment failures. To resolve these issues, we propose an alignment framework where point-to-point correspondences are obtained by growing isometric patches from a set of reliably obtained body landmarks. This correspondence decreases the reliance on local geometric features subject to instability, instead emphasizing the surface neighborhood coherence of matches, while improving density given sufficient landmark coverage. We validate and verify the resulting improved alignment performance in our experiments.

1. Introduction

Capturing dynamic scenes, such as human body motion and performance, is a task of interest with a broad range of applications for entertainment, design, medical, and cultural heritage purposes. Typically, performance is observed with a set of calibrated cameras, yielding a set of individual raw 3D reconstructions with no temporal coherence. An important and challenging task in this context is to perform temporal alignment of the sequence, i.e. expressing the entire 3D sequence as the deformation of a single deformed template mesh. This representation has large benefits as it allows for efficient storage, transmission, reverse scene analysis and semantic characterization of the scene as one moving body.

How to obtain this alignment has been widely studied in the context of humans with tight clothing, where only the motion of humans needs to be characterized. This yields a large family of template-based surface tracking methods, which follow a similar resolution canvas. First a surface template is chosen and obtained, that can be e.g. a generic human model, a particular reconstruction among those observed, or a pre-obtained scan of the human subject. Second, a point-to-point correspondence scheme is devised, using point proximity in Euclidean space, in a geometric or appearance feature space, or on a learned manifold. Third, because the correspondences so obtained are often insufficiently dense, non-uniformly distributed over the body, and erroneous, a deformation model with a reduced control parameter set is used to constrain the estimation of the full body alignment and reduce the search space of deformation, typically based on human kinematics, piecewise rigid or affine.

Wide clothing acquisitions generally fail tight clothing alignment method assumptions. In particular the correspondence becomes much more challenging since such sequences exhibit much stronger geometric and topological noise, more occlusions, and non-rigid behavior, due to the inherent geometric variability of clothing. The sensitivity of correspondences to the representativeness of template topology and geometry is also drastically increased.

We address this problem with a full alignment solution, centered on a correspondence model suitable for clothes. We ground this work in two key assumptions. First, we assume that the topology of the human in clothing is fixed over time. This assumption holds for the human body itself
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as well as many clothing styles such as t-shirts, trousers and skirts. Second, we assume that the geometry of the model deforms in a near-isometric way. This is true when considering locomotions of the human and clothing that are not very elastic. In practice, the acquired object violates both assumptions due to aforementioned acquisition noise. That is, the acquired topology may change due to the merging of close-by body parts, which in turn, completely changes the intrinsic geometry of the model. To design a method that is robust to this type of acquisition noise, we use a deformation model based on partial near-isometric patches. These patches are grown from a set of preselected landmarks that can be robustly found in each frame, and ensure consistent densification of correspondences over the surface. To ease correspondence over all frames, we also provide an automatic template selection method among raw 3D models of the input sequence, maximizing topological adequacy.

Our experiments demonstrate the success of the method for temporal alignment of a variety of clothing sequences. In particular we favorably compare our method against two state of the art temporal alignment methods [1, 2] based on more restrictive locally rigid deformation assumptions, on both pretracked and real datasets. Results show that our method outperforms previous work for human characters with wide or layered clothing.

2. Related work

Most methods to temporally align sequences of 3D data require a prior on the shape to track. More general techniques without prior knowledge on the geometry also exist, but they assume a strong temporal coherence. These methods use nearest neighbor techniques as a prior to aid the alignment. They usually suffer from drift and cannot follow fast motion [5]. Dou et al. [9] reduce drifts by detecting loop closures and distributing the alignment error over the loop. Newcombe et al. [15] reconstruct a non-rigidly deforming surface while estimating a per frame volumetric warp field that transforms this surface into the live frame. Tevs et al. [21] solve the problem of following fast motion by first computing a few landmark correspondences and then propagating to a dense matching, assuming isometric deformation. Landmarks are computed as geometric feature points. Contrary to [21], our landmarks are not computed as geometric features on the cloth surface. Instead, we estimate the body shape under the cloth and then automatically transfer the anatomical landmarks from the body shape to the cloth. Many methods for human body shape estimation under clothing have been proposed [11, 23, 14, 17]. We use the recent method of Yang et al. [24] since it works for moving shapes and is fully automatic.

The majority of works for temporal alignment of human motion sequences make use of a template showing a specific subject in a specific type of clothing. The main advantage of such methods is that they are particularly robust to severe acquisition artifacts. However, a template is required for tracking. For example, the method of Bradley et al. [5], which is designed for the temporal alignment of a moving cloth, constructs the template from a photograph of the garment. Aguiar et al. [8, 20] create the template by a full-body laser scan of the subject in its current clothes before performing capture. A physically-based cloth model is then used for temporal alignment. Budd et al. [7] introduce a way to align frames that are not necessarily temporally adjacent, but most similar according to a volume-based shape similarity measure, which makes the template-based alignment more robust to large motions between adjacent frames. Allain et al. [1] perform shape tracking assuming a locally rigid deformation model, in order to compute both the mean pose and correspondences over time. The template is manually selected as one of the meshes of the input sequence. While this method is surface-based, the follow-up method [2] proposes a volumetric parametrization of the tracking which shows better results than surface-based methods. The shape is represented by a centroid Voronoi tessellation, which enables volume conservation. This method also assumes a template is provided. Our method is template-based for robustness purposes. However, no additional information nor user interaction is necessary to build the template since it is automatically selected among the meshes of the sequence, using a method similar in spirit to the one of Letouzey and Boyer [12].

Most temporal alignment methods are well adapted to human characters in tight clothes. Methods handling loose clothing usually assume near-isometric deformations [5]. This is because most clothes do not usually stretch during motion [10]. However, computing approximate isometries can be computationally expensive [6, 19]. In our method, we reduce the computation cost by selecting anatomically-motivated landmarks to discover approximate isometries.

3. Method overview

Given an unstructured temporal sequence showing a clothed human performing a motion, our method produces a consistently deforming model. To be robust to acquisition and topological noise our method has three steps as shown in Figure 1: a human body model is used to find good initial starting points for the partial near-isometries; point trajectories are computed using a partial near-isometric deformation model; and the point trajectories are used as assignments in a template-based deformation to find a coherent model that deforms over time. We now provide more detail for each step.

First, we estimate the undressed human body shape in motion for the given sequence. This step reduces significantly the search space of the problem by providing a good
initialization for the computation of near-isometric partial matches. This step takes advantage of recent robust methods that use statistical human body models to estimate the naked human body shape under clothing [11, 23, 14, 17, 24]. In our implementation, we use an automatic method that estimates the naked body shape in motion under clothing based on a 3D input sequence [24]. For the specific frame that is shown in blue in Figure 1(a) and enlarged in (b), the estimated human body shape is shown in Figure 1(c). The input frame is shown in grey and the estimated human body under clothing in brown. Next, we transition from the naked human body to surface of the clothing. We once manually select a small set of anatomical points on the statistical model and automatically transfer these points on the clothed sequence as shown in Figure 1(d).

Second, we use a partial near-isometric deformation model that is robust with respect to topological acquisition noise to compute point trajectories on the input sequence. Following Letouzey and Boyer [12], we proceed by first taking advantage of the assumption that the real topology stays fixed over time to automatically select a template frame from the sequence based on topological and geometric criteria. The automatically selected template is shown in green in Figure 1(a) and enlarged in the first row. Second, for each frame of the sequence, we independently compute correspondence information between the template and the frame. This computation finds partial near-isometric matches between two frames [6]. To increase robustness and make the algorithm efficient, we use the previously computed anatomical points on each frame for initialization. The partial matches are then merged into a global correspondence. The computed correspondence between template and a frame is shown in Figure 1(e). This correspondence information between the template and every frame of the sequence results in point trajectories over time.

Third, we find a consistent topology that deforms over time by extending a standard template fitting technique [3] to take advantage of the previously computed point trajectories and operate on motion sequences. Since the previous step computes the correspondence information between the template and every other frame independently, the resulting point trajectories may be interrupted and the correspondence of a particular point on the template may not be known on every frame. To remedy this we add this final step that deforms the template to the entire motion sequence using previously computed point trajectories as assignments. The output of this step is shown in Figure 1(f).

4. Clothed human alignment

This section provides details of the three steps of our proposed method.

4.1. Human body estimation and mapping anatomical points to clothed human

We start by estimating the human body shape for the given input sequence. The result of this step allows to map
and we follow the weight schedule proposed by \cite{24}. 

\begin{equation}
E_{body} = w_1 E_1 + w_n E_n + w_w E_w
\end{equation}

consisting of a weighted sum of three terms, where $E_1$ is an energy that aligns a small set of automatically detected landmarks, $E_n$ is an energy that pulls each vertex on $\mathcal{M}(\beta, \Theta_i)$ to its nearest neighbor on the $i$-th frame, and $E_w$ is designed to cope with wide clothing by encouraging $\mathcal{M}(\beta, \Theta_i)$ to be located inside all observed frames. The weights $w_1$, $w_n$, and $w_w$ allow to trade off the influence of the different energy terms, and we follow the weight schedule proposed by Yang et al. \cite{24}.

Figure 2 shows the estimated human body shape and posture for two frames of a sequence. Note that all meshes $\mathcal{M}(\beta, \Theta)$ generated this way share the same vertex ordering and mesh topology.

**Mapping anatomical points from human body to surface of clothing** We manually select a small set of oriented anatomical points on the statistical model $\mathcal{M}(\beta, \Theta)$, where an oriented point is a 3D location on the surface along with a direction in its tangent plane. An oriented point is in practice selected by choosing two points: a starting point and a close-by neighbor that defines the direction in the tangent plane. Note that these points only need to be chosen once for any $\beta$ and $\Theta$, as all body models share the same mesh structure.

To automatically map an oriented anatomical point $t$ on $\mathcal{M}(\beta, \Theta_i)$ to the clothing surface of the $i$-th frame $S_i$, we intersect the line through $t$ along the normal direction of $t$ with $S_i$. If there's any intersection outside of $\mathcal{M}(\beta, \Theta_i)$, and the distance of the one closest to $t$ is within a threshold $\tau$, this intersection is considered a valid mapping. Otherwise we look for the intersection that lies inside $\mathcal{M}(\beta, \Theta_i)$, and chose the closest one to be a valid mapping if the distance to $t$ is smaller than $\tau$. In case no valid mapping is found, $t$ is removed from consideration for $S_i$.

An example of all valid oriented anatomical points on two frames of a sequence is shown in Figure 2 where points are shown in blue and orientations in black.

### 4.2. Computation of point trajectories

Here we describe how to compute point trajectories given the input sequence and oriented anatomical points. First, we automatically select a template from all frames of the sequence. Second, we establish a dense correspondence between the template and each frame of the sequence with the help of a partial near-isometric deformation model.

**Automatic template selection** Often in an acquired sequence the topology changes over time due to acquisition noise. In particular, tiny holes frequently appear and large contacts appear when limbs are close-by, see Figure 3 for an example. To remedy this problem during alignment, we automatically detect in the sequence a template $T$ and register $T$ to every other frame $S$ of the sequence.

The template selection is based on topological and geometric criteria. Since we assume that the scene has a fixed topology and that observed topology changes come from acquisition artifacts, it follows that observed topological properties of the shape can only grow \cite{12}. That is, observed splits are accepted as changes of the real shape while observed merges are ignored from consideration as the real shape cannot merge. To account for acquisition artifacts, splits are only considered if they are persistent over time and small components are filtered. As observed splits are accepted, we first select as candidate templates all frames that have a maximum number of components. As observed splits and merges are directly linked to the genus number, we further select from the candidate templates the frames with minimum genus of the largest component.

The aforementioned topological criteria might provide several candidate templates. The final selection is based on a geometric quality criterion. From the candidate templates, we select the one with minimum area ratio (maximum point area/minimum point area, where a point area is the area of...
Dense correspondence computation  To align $T$ to a frame $S$, we use a partial near-isometric deformation model that is robust to topological acquisition noise. Near-isometric models have previously been used successfully for cloth modeling [18]. Ideally, $T$ and $S$ should be mapped by a global near-isometric mapping. In practice, due to acquisition noise, such a global mapping may not exist.

To remedy this, we use a partial near-isometric model to account for topological acquisition noise as in Brunton et al. [6]. To this end, we consider every frame $S$ to be a set of smooth, orientable 2-manifolds embedded in three-dimensional space. In practice, $S$ is discretized by a set of points that are connected by a neighborhood graph. We denote the geodesic distance between two points $s_i, s_j \in S$ by $d_S(s_i, s_j)$.

Consider a mapping $f : U \rightarrow S$, where $U$ is a subset of $T$. The mapping function $f$ is a near-isometry if:

$$|d_U(t_i, t_j) - d_S(f(t_i), f(t_j))| \leq \epsilon$$  (2)

where $t_i, t_j$ are vertices in $U$ and $\epsilon$ refers to the allowed stretching threshold. Since $U \subset T$ refers to a shape part, we seek parts of $T$ that can be mapped to parts of $S$ without much stretching.

Brunton et al. [6] use the partial near-isometry model for pairwise frame alignment. They show that a correspondence between an oriented point on $T$ and an oriented point on $S$ is sufficient to recover an isometric mapping. In the following, we use $t$ and $s$ to denote both points and oriented points on $T$ and $S$, respectively.

Due to the acquisition noise in the acquired data, it is necessary to define several corresponding oriented point pairs to recover a full alignment between $T$ and $S$. It is known that the automatic computation of corresponding oriented point pairs is a computational bottleneck for the original method that renders the processing of motion sequences impractical.

We overcome this problem by using the automatically computed oriented anatomical points on each of the frames. For these oriented points, the correspondence information is known across frames. We use them as starting points for the partial near-isometric correspondence computation between $T$ and $S$. To speed up the computation time, we minimize point correspondence information coming from many overlapping partial near-isometries that is discovered from nearby starting points. For this, we stop when the discovered near-isometric part has an intrinsic radius bigger than a distance threshold $\tau_d$. To increase robustness, we ignore from consideration near-isometric parts that have an intrinsic radius smaller than a threshold $\tau_s$.

After finding multiple near-isometric parts between $T$ and $S$, we merge the parts into a global alignment by assigning to each $t$ in $T$ that is mapped to at least one point on $S$ the geodesic average of all computed assignments on $S$. Figure 4 shows a color-coded alignment computed between $T$ and $S$ for one of the test sequences.

After this step, we have computed pairwise correspondence information between $T$ and every frame $S$ of the sequence. This allows us to follow the trajectory of a particular point on $T$ over time.

4.3. Consistent topology alignment

In the previous step, we computed frame correspondences between $T$ and every other frame $S$. To find a consistent topology that deforms over time we extend a standard template fitting technique [3] to take advantage of the previously computed point trajectories. That is, the previously computed frame correspondence serves as assignment information to guide the template deformation to allow for
fast motion and reduce drift.

In particular, let $T$ contain $N_T$ vertices, and let the motion sequence contain $N_f$ frames $S_1, S_2, \ldots, S_{N_f}$. Without loss of generality, let $T$ be frame $S_j$. We fit the frames of the sequence starting at $T$ by processing adjacent frames in (backward and forward temporal) order as $S_{j-1}, \ldots, S_j$ and $S_{j+1}, \ldots, S_{N_f}$. After $S_j$ has been fitted, we update $T$ to the fitting result of $S_j$. This initializes the location and shape of the template to be close to the next frame to be fitted, thereby allowing for a simple template fitting scheme.

The template fitting follows a standard technique [3], and fits $T$ to $S$ by optimizing the following energy

\[ E_{\text{template}} = w_c E_c + w_d E_d + w_s E_s + w_t E_t, \quad (3) \]

which consists of the weighted linear combination of four simple energy terms: correspondence energy $E_c$, nearest neighbor energy $E_d$, deformation smoothness energy $E_s$, and temporal smoothness energy $E_t$, which are weighted by $w_c$, $w_d$, $w_s$, and $w_t$, respectively. To model the deformation, each vertex $t_i$ of $T$ is expressed in homogeneous coordinates and transformed using a $4 \times 4$ matrix $A_i$ that represents an affine transformation in $\mathbb{R}^3$.

The first energy term modifies the marker energy proposed by Allen et al. [3] to use the previously computed correspondences from $T$ to $S$ as assignments. The energy is expressed as

\[ E_c = \frac{1}{\sum_{i=1}^{N_T} w_{\text{corr},i}} \sum_{i=1}^{N_T} w_{\text{corr},i} \|A_i t_i - s_c(t_i)\|_2^2, \quad (4) \]

where $w_{\text{corr},i}$ is a weight equal to 1 if $t_i$ has a correspondence on $S$ and equal to 0 otherwise, $s_c(t_i)$ is the point of $S$ that corresponds to $t_i$, and $\|\cdot\|_2$ is the Euclidean distance. Using this energy guides the deformation in case of large motion between adjacent frames and reduces drift. Note that unlike the marker term, our energy does not rely on any manually provided information on $S$, but takes advantage of the correspondences found using the partial near-isometric deformation model.

The second energy term is a standard data term that pulls each $t_i$ to its nearest neighbor on $S$ as

\[ E_d = \frac{1}{\sum_{i=1}^{N_T} w_{\text{NN},i}} \sum_{i=1}^{N_T} w_{\text{NN},i} \|A_i t_i - s_n(t_i)\|_2^2, \quad (5) \]

where $w_{\text{NN},i}$ is a weight equal to 1 if the nearest neighbor is valid and 0 otherwise, and $s_n(t_i)$ is the point on $S$ that is the nearest neighbor of $t_i$. We consider the nearest neighbor valid if the surface normals at each point are less than $90^\circ$ apart and the distance between two points is at most $0.2m$. When used without the correspondence energy (Equation (4)), this nearest neighbor energy is known to suffer from drift [7]. To avoid this problem, we only activate this energy once the deformed template is close to $S$, thereby reducing drift.

The third energy term is the standard deformation smoothness energy

\[ E_s = \frac{1}{\sum_{i=1}^{N_T} |N(i)|} \sum_{j \in N(i)} \|A_i - A_j\|_F^2, \quad (6) \]

where $N(i)$ is the 1-ring neighborhood of $t_i$ and $\|\cdot\|_F$ is the Frobenius norm. This term encourages a smooth deformation field across $T$.

As the fourth term, we add a simple temporal smoothness energy to prevent very large deformations between adjacent frames as

\[ E_t = \frac{1}{N_T} \sum_{i=1}^{N_T} \|A_i - I\|_2^2, \quad (7) \]

where $I$ is the identity matrix. This energy discourages large displacements of individual vertices between adjacent frames and helps to prevent jittering in case of slightly inaccurate correspondences between $T$ and $S$.

Figure 5 shows an example of a template-fitted frame for one of our sequences, and Figure 6 shows the template fitting with and without $E_s$, for an example where the target frame is only four frames away from $T$.

4.4. Implementation Details

For the human body estimation under clothing, we use the code of Yang et al. [24]. We manually select 40 oriented anatomical points on the statistical model and map these

Figure 5. Template $T$ (left) and template-fitted frame $S$ (right). Correspondence is color-coded.

Figure 6. Our $E_c$ energy term prevents loss of tracking. From left to right: $S$, $T$, template deformation without $E_c$, and with $E_c$. 
points to the clothed sequence. To map points from human body to clothed human we set $\tau_i = 0.2m$ and $\tau_o = 0.05m$.

To compute $\mathcal{T}$ over a given sequence we do not count as components shells with an area smaller than $0.1m^2$. To compute dense correspondence we use the code of Brunton et al. [6] with $\epsilon = 0.25m$. To increase robustness and computational efficiency, we set $\tau_s = 0.1m$ and $\tau_d = 0.25m$.

The weights $(w_c, w_d, w_s, w_t)$ in the template fitting step are fixed by solving the optimization problem in several stages with different energy weights at each stage as proposed by Allen et al. [3]. So that when the template is far away from the target frame, correspondence and smoothness terms can lead the deformation and we set the weights to $(1, 400, 0, 0.1)$. Now the template is already closely enough to the target, we can use nearest neighbor information. We decrease the weight of spatial smoothness and increase the data term and set the weights to $(1, 200, 10, 0.1)$. Next, we turn off the weights of the dense correspondence term and optimize the energy based on the other three weights. This is to address inaccurate dense correspondence information. We set the weights to $(0, 100, 10, 0.1)$ and finally to $(0, 50, 10, 0.1)$. The nearest neighbors are recomputed for each vertex every 20 iterations of optimization. The energy $E_{\text{template}}$ is optimized using a quasi-Newton method [13].

5. Experiments

For better visualization, please refer to the supplemental video.

**Pretracked dataset** We have tested our method against the methods by Allain et al. [1, 2] on four sequences (crane, march2, samba, squat1) from Vlasic et al. [22]. Since this dataset is temporally registered we can use it as ground truth for our evaluation. Our method takes as input the original pretracked dataset and we compute as error the Euclidean distance between our estimated vertex position and the ground truth. Both methods by Allain et al. require preprocessing of the data, which involves manual selection of the template and downsampling of the input mesh. We first map the processed template to the pretracked template by a nearest neighbor approach and then proceed with the evaluation as described above. The preprocessing is done in favor of the reference algorithms.

All three methods share similar average quantitative results. The average vertex error over all sequences is 3.6cm, 3.9cm and 3.9cm for [1], [2] and our method respectively. The percentage of the vertices within 10cm error is 96.22, 94.68, and 96.83 respectively. Figure 7 shows the per-frame error on each sequence and for each method. Our method is generally more robust in the sense the maximum error for a sequence is lower. As shown in Figure 8, our method also better follows the deformation of wide clothes and makes good use of the prior knowledge of the underlying human whereas the two other methods loose tracking of the knee.

**Dataset with sparse markers** We have also tested our method on eight sequences from the dataset of Yang et al. [24]. These sequences include two subjects, one male

---
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and one female, wearing either layered or wide clothes, either performing a walk or rotating the body. The mesh sequences were obtained using visual hull reconstructions from a 68-camera-system. Reconstruction artifacts like holes are present. Along with the mesh sequence, marker trajectories are also provided. Each subject has 14 markers placed on anatomically significant locations: forehead, shoulders, elbows, wrists, belly, knees, feet and heels. If these locations are covered by cloth while the subject is at resting pose then markers are placed on the clothes. We map each marker position to the nearest template vertex and use this mapping and correspondence information to compute the distance error of the alignment. We compute as error the Euclidean distance between our estimated location and the ground truth location of the marker.

Figure 9 shows a quantitative evaluation of our method on these sparse markers. The cumulative error curve, from which the template frame is excluded, shows that our method performs as well as the methods by Allain et al.

The bottom curves show that our method does not drift in time, because our dense correspondence is calculated from the template to each frame independently and is based on a partial near-isometric deformation model.

Figure 10 shows alignment results on representative sequences of the dataset of [24]. As for the pretracked dataset, these results also demonstrate that our method is more robust than [1] and [2], where limbs may be switched or the tracking of clothing may get lost. The color-coding shows that our method does not suffer from significant drift. Artifacts produced in the visual hull reconstruction even have a chance to be repaired such as the tunnel appearing on the left leg for the last example.

6. Conclusions

In this paper we have presented a method for the temporal alignment of motion sequences of humans in wide clothing. In order to be robust to geometric and topological artifacts, we use reliable body landmarks which are mapped to the clothed surface and serve as starting points to grow partial near-isometric patches. These patches allow to compute pairwise correspondence information between an automatically selected template frame, based on topological and geometric criteria, and every other frame of the sequence. Correspondences are then used to guide the deformation from the template to the other frames.

Given a statistical human model with a sparse set of annotated anatomical points, our method is fully automatic. It relies on a few assumptions, which are valid in most practical cases. In particular, cloth is supposed to be inelastic and not to slip much along the body. The topology of the scene is supposed to stay constant, and at least one frame in the sequence needs to capture the correct topology.
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