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Abstract

We analyze the decomposition problem of multivariate polynomial-exponential func-
tions from truncated series and present new algorithms to compute their decomposition.

Using the duality between polynomials and formal power series, we first show how
the elements in the dual of an Artinian algebra correspond to polynomial-exponential
functions. They are also the solutions of systems of partial differential equations with
constant coefficients. We relate their representation to the inverse system of the roots of
the characteristic variety.

Using the properties of Hankel operators, we establish a correspondence between poly-
nomial-exponential series and Artinian Gorenstein algebras. We generalize Kronecker the-
orem to the multivariate case, by showing that the symbol of a Hankel operator of finite
rank is a polynomial-exponential series and by connecting the rank of the Hankel operator
with the decomposition of the symbol.

A generalization of Prony’s approach to multivariate decomposition problems is pre-
sented, exploiting eigenvector methods for solving polynomial equations. We show how
to compute the frequencies and weights of a minimal polynomial-exponential decomposi-
tion, using the first coefficients of the series. A key ingredient of the approach is the flat
extension criteria, which leads to a multivariate generalization of a rank condition for a
Carathéodory-Fejér decomposition of multivariate Hankel matrices. A new algorithm is
given to compute a basis of the Artinian Gorenstein algebra, based on a Gram-Schmidt
orthogonalization process and to decompose polynomial-exponential series.

A general framework for the applications of this approach is described and illustrated
in different problems. We provide Kronecker-type theorems for convolution operators,
showing that a convolution operator (or a cross-correlation operator) is of finite rank,
if and only if, its symbol is a polynomial-exponential function, and we relate its rank
to the decomposition of its symbol. We also present Kronecker-type theorems for the
reconstruction of measures as weighted sums of Dirac measures from moments and for the
decomposition of polynomial-exponential functions from values. Finally, we describe an
application of this method for the sparse interpolation of polylog functions from values.

Contents
1 Introduction 2
1.1 Prony’s method in one variable . . . . . .. ... ... oL 0oL 3
1.2 Related works . . . . . . . . Lo 5
1.3 Contributions . . . . . . . . . .. 6
2 Duality and Hankel operators 7
2.1 Duality . . . . . e 7
2.1.1 Polynomial-Exponential series . . . . . . .. .. .. ... ... ... 8
2.1.2 Differential operators. . . . . . ... Lo 9
2.1.3  Z-transform and positive characteristic. . . . . .. ... ... .. 10



2.2 Hankel operators . . . . . . . . . . e e e e e e e e 11

2.2.1 Truncated Hankel operators . . . . . . . . . . . .. .. ... ... ..... 12

2.3 Artinian algebra . . . ... Lo 13

3 Correspondence between Artinian Gorenstein algebras and POLYEX P 17
3.1 Hankel operators of finiterank . . . . . .. ... Lo Lo o oL 17
3.2 The decompositionof ¢ . . . . . .. L L 21
3.2.1 Thecase of simpleroots . . . . . . . . . . . ... 21

3.2.2 The case of multiple roots . . . . . . . ... ... 24

4 Reconstruction from truncated Hankel operators 28
4.1 Flat extension . . . . . . . . oo e e e e e 28
4.2 Orthogonal bases of A, . . . . . . . . o 31
4.3 Examples . . . . .o 34

5 Sparse decomposition from generating series 35
5.1 Reconstruction from moments. . . . . . . . ... oL 37
5.2 Reconstruction from Fourier coefficients . . . . . . .. ... ... ... ...... 40
5.3 Reconstruction from values . . . . . .. .. . Lo Lo 41
5.4 Sparse interpolation . . . . . . .. .. 43

1 Introduction

Sensing is a classical technique, which is nowadays heavily used in many applications to trans-
form continuous signals or functions into discrete data. In other contexts, in order to analyze
physical phenomena or the evolution of our environments, large sequences of measurements can
also be produced from sensors, cameras or scanners to discretize the problem.

An important challenge is then to recover the underlying structure of the observed phenom-
ena, signal or function. This means to extract from the data, a structured or sparse represen-
tation of the function, which is easier to manipulate, to transmit or to analyze. Recovering this
underlying structure can boil down to compute an explicit representation of the function in a
given functional space. Usually, a “good” numerical approximation of the function as a linear
combination of a set of basis functions is sufficient. The choice of the basis functions is very im-
portant from this perspective. It can lead to a representation, with many non-zero coefficients
or a sparse representation with few coefficients, if the basis is well-suited. To illustrate this
point, consider a linear function over a bounded interval of R. It has a sparse representation
in the monomial basis since it is represented by two coefficients. But its description as Fourier
series involves an infinite sequence of (decreasing) Fourier coefficients.

This raises the questions of how to determine a good functional space, in which the functions
we consider have a sparse representation, and how to compute such a decomposition, using a
small (if not minimal) amount of information or measurements.

In the following, we consider a special reconstruction problem, which will allow us to answer
these two questions in several other contexts. The functional space, in which we are going
to compute sparse representations is the space of polynomial-exponential functions. The data
that we use corresponds to the Taylor coefficients of these functions. Hereafter, we call them
moments. They are for instance the Fourier coefficients of a signal or the values of a function
sampled on a regular grid. It can also be High Order Statistical moments or cumulants, used
in Signal Processing to perform blind identification [LLC14]. Many other examples of recon-
struction from moments can be found in Image Analysis, Computer Vision, Statistics ... The
reconstruction problems consists in computing a polynomial-exponential representation of the



series from the sequence of moments. We will see that this problem will allow us to recover
sparse representations in several contexts.

With the multi-index notation: Vo = (aq,...,a,) € N, Vu € C*, o! = [[I_, a;!, u* =
[T, uf, ec(y) = 3 onn E%YS = &) = vt Ftonvn for ¢ = (&,...,&,) € C", and for
Cllyll = Clly1; - - - , yn]] the ring of formal power series in y1, . . . , Yn, this decomposition problem
can be stated as follows.

Polynomial-exponential decomposition from moments: Given coefficients o, for
a € a CNN"™ of the series

yOé
oly)= ) oar €Clyl,
aeNn
recover 1 points &1, ...,& € C™ and r polynomial coefficients w;(y) € Cly] such that
I
a(y) =Y wi(y)ecs (v). (1)
i=1
A function of the form (1) is called a polynomial-exponential function. We aim at recovering
the minimal number r of terms in the decomposition (1). Since only the coefficients o, for
a € a are known, computing the decomposition (1) means that the coefficients of y* are the
same in the series on both sides of the equality, for a € a.

1.1 Prony’s method in one variable

One of the first work in this area is probably due to Gaspard-Clair-Frangois-Marie Riche de
Prony, mathematician and engineer of the Ecole Nationale des Ponts et Chaussées. He was
working on Hydraulics. To analyze the expansion of various gases, he proposed in [dP95] a
method to fit a sum of exponentials at equally spaced data points in order to extend the model
at intermediate points. More precisely, he was studying the following problem:

Given a function h € C*°(IR) of the form

T
mERHh(:C):Zwiefﬂe(D (2)
i=1
where fi,..., fr € C are pairwise distinct, w; € C\ {0}, the problem consists in recovering

e the distinct frequencies f1,..., fr € C,
e the coefficients w; € C\ {0},

Here is an example of such a signal, which is the superposition of several “oscillations” with
different frequencies.
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The approach proposed by G. de Prony can be reformulated into a truncated series re-
construction problem. By choosing an arithmetic progression of points in R, for instance the
integers IN, we can associate to h, the generating series:

= 3w Y € eyl
a€N

where C[[y]] is the ring of formal power series in the variable y. If h is of the form (2), then

S IP I Z% ®)

i=1 a€N

where & = efi. Prony’s method consists in reconstructing the decomposition (3) from a small

number of coefficients h(a) for a =0, ...,2r — 1. It performs as follows:
e From the values h(a) for a € [0,...,2r — 1] , compute the polynomial
T r—1
p(x) =[x —&) =a" = pa/,
i=1 j=0
which roots are & = efi, i = 1,...,r as follows. Since it satisfies the recurrence relations
T— T .
Vje [05774_1}7 Zaj+sz_UJ+T:_Zwlgfp(gl):(L
i=0 i=1
it is the unique solution of the system:
o) o1 ... Or_1 Po o
o1 o P Or+1
= (4)
Ir—1 e T2r—2 Dr—1 O2r—1

e Compute the roots &1, ..., &, of the polynomial p(z).

e To determine the weight coefficients wy, . . . , w,, solve the following linear (Vandermonde)
system:
1 1 . 1 w1 ho
fl §2 e fr (105} hl
;_1 5—1 s 5:71 Wy hr—l

This approach can be improved by computing the roots &1, .. .,¢&,, directly as the generalized
eigenvalues of a pencil of Hankel matrices. Namely, Equation (4) implies that

" M, =
0 1
0 Po
ago g1 Or—1 gy 02 ... Or
o1 . 1 . p1 02
-0 :
r—1 oo 2r—2 T oo 2r—1
g g 1 Dro1 g o
—

(5)



so that the generalized eigenvalues of the pencil (H;, Hy) are the eigenvalues of the companion
matrix M, of p(z), that is, its the roots &1, .., &.. This variant of Prony’s method is also called
the pencil method in the literature.

For numerical improvement purposes, one can also chose an arithmetic progression 7 and
a €10,...,2r — 1], with T € R* of the same order of magnitude as the frequencies f;. The

fi
roots of the polynomial p are then §; =eT.

1.2 Related works

The approximation of functions by a linear combination of exponential functions appears in
many contexts. It is the basis of Fourier analysis, where infinite series are involved in the
decomposition of functions. The frequencies of these infinite sums of exponentials belong to an
infinite grid on the imaginary axis in the complex plane.

An important problem is to represent or approximate a function by a sparse or finite sum
of exponential terms, removing the constraints on the frequencies. This problem has a long
history and many applications, in particular in signal processing [GP03], [PS10].

Many works have been developed in the one dimensional case, which refers to the well-
known problem of parameter estimation for exponential sums. A first family of methods can
be classified as Prony-type methods. To take into account the problem of noisy data, the
recurrence relation is computed by minimization techniques [PS10][chap. 1]. Another type of
methods is called Pencil-matrix [PS10][chap. 1]. Instead of computing a recurrence relation,
the generalized eigenvalues of a pencil of Hankel matrices are computed. The survey paper
[GP03] describes some of these minimization techniques implementing a variable projection
algorithm and their applications in various domains, including antenna analysis with so-called
MUSIC [SK92] or ESPRIT [RK90] methods. In [BMO05], another approach based on conjugate-
eigenvalue computation and low rank Hankel matrix approximation is proposed. The extension
of this method in [PT10], called Approximate Prony Method, is using controlled perturbations.

More recently the problem was studied in the multi-dimensional case [ACdH10], [PT13],
[KPRv16]. These methods project the problem in one dimension by sampling data along a
line. They recover the multivariate solutions from projections along several directions. Even
more recently, techniques for solving polynomial equations, which rely on the computation of
H-bases, have been exploited in this context [Saul6].

The theory builds on the properties of Hankel matrices of finite rank, starting with a result
due to [Kro80] in the one variable case. This result states that there is an explicit correlation
between polynomial-exponential series and Hankel operators of finite rank. The literature on
Hankel operators is huge and mainly focus on one variable (see e.g. [Pel98]). Kronecker’s result
has been extended to several variables for multi-index sequences [Pow82], [Bar84], [AC15D], for
non-commutative variables [F1i70], for integral cross-correlation operators [AC15a], but without
relating the rank of the Hankel operator to the decomposition of its symbol.

Hankel matrices are central in the theory of Padé approximants for functions of one vari-
able. Here also a large literature exists for univariate Padé approximants: see e.g. [BGMI6]
for approximation properties, [BGLO07] for numerical stability problems, [B1.94], [vG13] for al-
gorithmic aspects. The extension to multivariate functions is much less developed [Pow82],
[Cuy99].

This type of approaches is also used in sparse interpolation of black box polynomials. In the
methods developed in [BOTS8S], [Zip79], further improved in [GLL09Y], the sparse polynomial is
evaluated at points of the form (w¥,...,w¥) where w; are prime numbers or primitive roots of
unity of co-prime order. The sparse decomposition of the black box polynomial is computed
from its values by a univariate Prony-like method.

Hankel matrices and their kernels also play an important role in error correcting codes.
Reed-Solomon codes, obtained by evaluation of a polynomial at a set of points and convolu-



tion by a given polynomial, can be decoded from their syndrome sequence by computing the
error locator polynomial [MS77][chap. 9]. This is a linear recurrence relation between the syn-
drome coefficients, which corresponds to a non-zero element in the kernel of a Hankel matrix.
Berlekamp [Ber(8] and Massey [Mas69] proposed an efficient algorithm to compute such poly-
nomials. Sakata extended the approach to compute Grobner bases of polynomials in the kernel
of a multivariate Hankel matrix [Sak88]. The computation of multivariate linear recurrence
relations have been further investigated, e.g. in [FN90] and more recently in [BBF15].

Computing polynomials in the kernel of Hankel matrices and their roots is also the basis of
the method proposed by J.J. Sylvester [Syl51] to decompose binary forms. This approach has
been extended recently to the decomposition of multivariate symmetric and multi-symmetric
tensors in [BCMT10], [BBCM13].

A completely different approach, known as compressive sensing, has been developed over
the last decades to compute sparse decompositions of functions (see e.g. [CRT06]). In this
approach, a (large) dictionary of functions is chosen and a sparse combination with few non-
zero coefficients is computed from some observations. This boils to find a sparse solution X of
an underdetermined linear system Y = AX. Such a solution, which minimizes the Ly “norm”
can be computed by L; minimization, under some hypothesis.

For the sparse reconstruction problem from a discrete set of frequencies, it is shown in
[CRTO06] that the Ly minimization provides a solution, for enough Fourrier coefficients (at least
4r) chosen at random. As shown in [PT14], this problem can also be solved using a Prony-like
approach, using only 2r Fourier coefficients.

1.3 Contributions

In this paper, we analyze the problem of sparse decomposition of series from an algebraic point
of view and propose new methods to compute such decompositions.

We exploit the duality between polynomials and formal power series. The formalism is
strongly connected to the inverse systems introduced by F.S Macaulay [Macl6]: evaluations
at points correspond to exponential functions and the multiplication to derivation. We give
an explicit form for the elements in the dual of an Artinian algebra, in terms of polynomial-
exponential functions and show how their polynomial coefficients correspond to elements in
the inverse systems of the roots of the characteristic variety. This gives a new and complete
description of the solutions of partial differential equations with constant coefficients for zero-
dimensional partial differential systems (Theorem 2.17).

The sparse decomposition problem is tackled by studying the Hankel operators associated
to the generating series. We show that polynomial-exponential series are in correspondence
with Artinian Gorenstein algebras. We provide a generalization of Kronecker theorem to the
multivariate case (Theorem 3.1), describing the series associated to Hankel operators of finite
rank as polynomial-exponential series and their rank in terms of the dimension of the inverse
system generated by the weights of the polynomial-exponential series.

Exploiting classical eigenvector methods for solving polynomial equations, we show how to
compute a polynomial-exponential decomposition, using the first coefficients of the generating
series (Algorithms 3.1 and 3.2). In particular, we show how to recover directly the weights in
the decomposition from the eigenspaces, for simple roots and multiple roots. A key ingredient
of the approach is the flat extension criteria, which leads to a multivariate generalization of
Carathéodory-Fejér decomposition. We provide a flat extension criteria (Theorem 4.2), which
extends the results in [LMO09], [AC15b].

A new algorithm is described to compute a basis of the Artinian Gorenstein algebra (Al-
gorithm 4.1), which applies a Gram-Schmidt orthogonalization process and computes pairwise
orthogonal polynomial bases. This leads to a new method to compute a polynomial-exponential
decomposition, which generalizes Prony’s method to several variables. It applies for general



polynomial-exponential series, with polynomial weights of any degree. It also provides a new
algorithm to compute linear recurrence relations and polynomial-exponential decompositions
of multi-index series.

A general framework for the application of this approach is described, extending the con-
struction of [PP13] to the multivariate setting. We illustrate it in different problems: We
provide Kronecker-type theorems (Theorems 5.6, 5.7 and 5.9) on convolution operators. We
show that a convolution operator (or a cross-correlation operator) is of finite rank, if and only
if, the symbol is a polynomial-exponential function, and relate its rank with the decomposition
of its symbol, extending results from [AC15a], [AC15b]. We also obtain Kronecker-type theo-
rems for the reconstruction of measures as weighted sums of Dirac measures from moments and
the decomposition of polynomial-exponential functions from values. Finally, we describe a new
approach for the sparse interpolation of polylog functions.

2 Duality and Hankel operators

In this section, we consider polynomials and series with coefficients in a field IK of characteristic
0. In the applications, we are going to take IK = C or K = IR.

We are going to use the following notation: K|zy,...,2,] = Klz] = R is the ring of
polynomials in the variable z1,...,z, with coefficients in the field K, K[[y1,- .., yn]] = K[[y]]
is the ring of formal power series in the variables y1,...,y, with coefficients in K. For a set

B c K[z], Bf =U" ;2;BUB, 9B = B™ \ B. For «a, 3 € N, we say that a < 3 if o; < f3; for
i1=1,...,n.

2.1 Duality

In this section, we describe the natural isomorphism between the ring of formal power series
and the dual of R = K|z, ...2,]. It is given by the following pairing:

Kllyr, - ynll x K21, .. 2] — K

o 5 aipy_ J o ifa=p
(y*,z") — (y |m>—{0 otherwise .

Namely, if A € Homg (K[z],IK) = R* is an element of the dual of K[z], it can be represented
by the series:
oy ¥?
Ay) = Y Aa)Zr €Ky, yall, (6)

aeN™
so that we have (A(y)|xz®) = A(z®). The map A € R* +— Y x» Az LT € K[[y]] is an

a!
isomorphism and any series o(y) = Y, cnn 0o’y € K[[y]] can be interpreted as a linear form

p= Z PaT® € ]K[w} = <U ‘ p> = Z Pala-

acACN" a€EACN™

Any linear form o € R* is uniquely defined by its coefficients o, = (o | %) for @ € N™, which
are called the moments of o.

From now on, we identify the dual Homy (K[z], K) with K[[y]]. Using this identification,
% aENn

If K is a subfield of a field I, we have the embedding K[[y]] — L[[y]], which allows to
identify an element of K[x]|* with an element of L[z]*.

The truncation of an element o(y) = > cnn aa% € K{[y]] in degree d is 3_, <4 UQ%T.

It is denoted o (y) + ((y))9*+1, that is, the class of ¢ modulo the ideal (y1,...,9,)%"" C K[[y]].

the dual basis of the monomial basis (),enn is



For an ideal I C R = K|z], we denote by I+ C K[[y]] the space of linear forms o € K[[y]],
such that Vp € I, (¢ | p) = 0. Similarly, for a vector space D C K[[y]], we denoted by
D+ C K[z] the space of polynomials p € K[z], such that Vo € D, (o | p) = 0. If D is closed
for the (y)-adic topology, then D+ = D and if I C K[z] is an ideal I+, then I++ = T.

The dual space Hom(K[z], K) = K[[y]] has a natural structure of K|[x]-module, defined as
follows: Vo(y) € K[[y]], Vp(x), ¢(x) € K[z],

(p(@)xo(y) [q(x)) = (o(y)|p(x)e()).

We check that Vo € K[[y]],Vp,q € K[z], (pq) xo = p* (¢ *0). See e.g. [Ems78], [Mou96] for
more details.
Forp =73, ppa? € Klz] and 0 = 3 yn 002 € K[[y]], the series expansion of p x o is

Pxo =3 enn Pty € K[[y]] with Ya € N,
Pa =D Da0artp
B

Identifying K [x] with the set Lo(IKN") of sequences p = (pa )aenn of finite support (i.e. a finite
number of non-zero terms), and K[[y]] with the set of sequences o = (04)acnn, P * 0 is the
cross-correlation sequence of p and o.

For any o(y) € K[[y]], the inner product associated to o(y) on K[x] is defined as follows:

(p(x),q(x)) — (p(x),q(x))s = (o(y)p(x)q(x)).

2.1.1 Polynomial-Exponential series

Among the elements of Hom(K[z], K) = K][y]], we have the evaluations at points of K":

Definition 2.1 The evaluation at a point & = (&1,...,&,) € K™ is:

ec : Klzy,...z,) — K
p(x) = p(§)

It corresponds to the series:

y° ety
ef(y) — Z é’aJ — e£1y1+ +€nYn — e<£7Y>.
aEN™ ’

Using this formalism, the series o(y) = >, wieg, (y) with w; € K can be interpreted as a
linear combination of evaluations at the points & with coefficients w;, for i = 1,...,7r. These
series belong to the more general family of polynomial-exponential series, that we define now.

Definition 2.2 Let POLYEXP(y1,...,yn) = {o =D i, wi(y)ee, (y) € K[[y]] | & € K™, wi(y) € Kly|}
be the set of polynomial-exponential series. The polynomials w;(y) are called the weights of o
and &; the frequencies.

Notice that the product of y*e¢(y) with a monomial ? € C[zy,...x,] is given by

o B! B—a o o . .
(y eg(y)|wﬂ> = mf = 3901 "'8xn (xﬁ)(f) ifo; < Bifori=1,...,n (7)

= Ootherwise.

Therefore an element o = Y., wi(y)eg, (y) of POLYEXP(y) can also be seen as a sum of
polynomial differential operators w;(9) “at” the points &;, that we call infinitesimal operators:

Vp € K[z], {o|p) = 32i_; wi(9)(p)(§)-



2.1.2 Differential operators.

An interesting property of the external product defined on K[[y]] is that polynomials act as
differentials on the series:

Lemma 2.3 Vp € K[z|,Vo € K[[y]], p(x) xo(y) = p(Dy,,--.,0y,)(0).

Proof. We first prove the relation for p = z; (i € [1,n]) and 0 = y* (o« € N"). Let
e; =(0,...,0,1,0,...,0) be the exponent vector of x;. V8 € N™ and Vi € [1,n], we have

(i xy®lz?) = (y¥zx’)= ol if a=pB+e and 0 otherwise
= a;(y* e’
with the convention that y*~% = 0 if a; = 0. This shows that z; * y* = ay*~% = 9, (y").
By transitivity and bilinearity of the product x, we deduce that Vp € Klz],Vo € K][[y]],
p(x) xo(y) =p(dy,,...,0,)(0). O

This property can be useful to analyze the solution of partial differential equations. Let
P1(Oyys- 3 0y,)s s Ds(Dyys - .., 0y,) € K[O1,...,0,] be a set of partial differential polynomials
with constant coefficients € IK. The set of solutions o € K[[y]] of the system

pl(ayu-"vayn)(a) = 07' --aps(ay17~-~aayn)(0) = O

is in correspondence with the elements o € (py,. .. ' Ds L which satisfy pjxoc =0fori=1,...,s
(see Theorem 2.17). The variety V(p1,...,pn) C K is called the characteristic variety and
I =(p1,...,pn) the characteristic ideal of the system of partial differential equations.

Lemma 2.4 Vp € Kiz],Vw € Kly]], £ € K", p(x) » (w(y)es(y)) = p(& + Oy, &n +
9y, (w(y))ee(y).

Proof. By the previous lemma, z; * (w(y)ec(y)) = 0y, (w)(y)ee(y) + & w(y)ec(y) = (& +
Oy, )(w(y))ee(y) for ¢ = 1,...,n. We deduce that the relation is true for any polynomial
p € K[z] by repeated multiplications by the variables and linear combination. O

Definition 2.5 For a subset D C K[[y]], the inverse system generated by D is the vector space
spanned by the elements p(x) x 6(y) for 6(y) € D, p(x) € K[z], that is, by the elements in D
and all their derivatives.

For w € K[y], we denote by u(w) the dimension of the inverse system of w, generated by w
and all its derivatives Oy (w), a € N™.

Lemma 2.6 The series y*iiee,(y) fori=1,...,r and j = 1,...u; with oy 1,...,0; ,, € N”
and & € K™ pairwise distinct are linearly independent.

Proof. Suppose that there exist w; ; € K such that o(y) = 37/, D201, wi jy*iveg(y) =0
and let w;(y) = Y1 wi jy*9. Then Vp € Klz],pxo =0=37_; p(& + 0y)(wi)eg, (y). If the
weights w;(y) € K are of degree 0, by choosing for p an interpolation polynomial at one of the
distinct points §;, we deduce that w; = 0 for i = 1,...,r. If the weights w;(y) € K are degree
> 1, by choosing p = I(x) — I(§;) € K[| for a separating polynomial I of degree 1 (I1(&;) # I(§;)
if i # j), we can reduce to a case where at least one of the non-zero weights has one degree
less. By induction on the degree, we deduce that w;(y) = 0 for ¢ = 1,...,r. This proves the
linear independency of the series y®iee, (y) for any a;1,...,a;,, € N™ and ¢ € K™ pairwise
distinct. O



2.1.3 Z-transform and positive characteristic.

In the identification (6) of Homy (K[z],K) with the ring of power series in the variables y, we

can replace %T by z® where z = (z1,..., 2,) is a set of new variables, so that Homg (K[z], K)
is identified with K[[z1,...,2,]] = K][z]]. Any A € Homk (K[z],IK) = R* can be represented

by the series:
= > Ale™)z" € K[[=]] (8)
aeNn

where (2%),enn denotes the basis dual to the monomial basis (x*),enn of K[x]. This corre-
sponds to the Z-transform of the sequence (A(x%))aenn [encl6] or to the embedding in the

ring of divided powers (z%* = ) [Eis94][Sec. A 2.4], [IK99][Appendix A]. It allows to extend
the duality properties to any ﬁeld K, which is not of characteristic 0.
The inverse transformation of the series ) | . n 0a2® € K[[2]] into the series ) nn 0%y €

K[[y]] is known as the Borel transform [encl6].
z7~ iff—aecN”

n feY B _ o X <
For a, 8 € N", we have x“ xz 0 otherwise so that z; plays the role of
the inverse of x;. This explains the terminology of inverse system, introduced in [Mac16]. With
this formalism, the variables x1,...,x, act on the series in K[[z]] as shift operators:
* ( Z aazo‘> = Z Oote; 2%
aclN? aclN?
where e, ..., e, is the canonical basis of N". Therefore, for any p1,...,p, € K[x], the system

of equations
pr*xo=0,...,ppx0=0

corresponds to a system of difference equations on o € K[[z]].
In this setting, the evaluation e at a point { € IK™ is represented in K[[z]] by the rational
fraction m The series y’e¢ € K[[y]] corresponds to the series of K[[z]]

(Oé+ﬁ)' a_a+B __ B (a+ﬁ) oo /B'zﬁ
Z ol £z = plz Z 8 £z T (=GB

aeN™ : aEN™

The reconstruction of truncated series consists then in finding points £;, . .., & € IK™ and finite
sets A; of coefficients w; o € K for i = 1,...,7" and a € A; such that

wlazo‘ Wi a
> oaz ZZH111_§ ) HZ]ZZI_Ll ) (9)

aceN™? i=1 a€A; = i=1 a€A,;

. |
where z; = z;

In the univariate case, this reduces to computing polynomials w(z), §(z) = H:/:1 (1=¢&2)" €
K[z] with deg(w) < deg(d) = >, s = r such that

Z O'kZ j;

keN

The decomposition can thus be computed from the Padé approximant of order (r —1,r) of the
sequence (o)ren (see e.g. [vG13][chap. 5]).
Unfortunately, this representation in terms of Padé approximant does not extend so nicely

to the multivariate case. The series 0 = ) xn 002" with a decomposition of the form (9)
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z'p(2)
[Ta:i(z:)

correspond to the series ) nn 002z~ %, which is rational of the form with a splitable

denominator where deg(g;) > 1 are univariate polynomials (see e.g. [Pow82], [Bar84]). Though
Padé approximants could be computed in this case by “separating” the variables (or by relaxing
the constraints on the Padé approximants [Cuy99]), the rational fraction l'z[qu Ej)) is mixing the
coordinates of the points &1,...,& € K™ and the weights w; . /

As the duality between multiplication and differential operators is less natural in K[[2]], we
will use hereafter the identification (6) of R* with K[[y]], when K is of characteristic 0.

2.2 Hankel operators

The external product x allows us to define a Hankel operator as a multiplication operator by a
dual element € K|[y]]:

Definition 2.7 The Hankel operator associated to an element o(y) € Cl[y]] is
H, K[z] — Kly]
p(@) — pl@)xo(y).
Its kernel is denoted I, = ker H,. The series 0 =Y cnn aa% = H,(1) € K[[y]] is called the
symbol of H,.
Definition 2.8 The rank of an element o € K[[y]] is the rank of the Hankel operator Hy, = r.

Definition 2.9 The variety V(I,) is called the characteristic variety of o.

The Hankel operator can also be interpreted as an operator on sequences:

H, : Lo(KN") — KN

p = (ps)peBcnn = pro= Zp60a+ﬁ
peB aclN?

where Lo(IKN") is the set of sequences € IKN" with a finite support. This definition applies for

a field K of any characteristic. The operator H, can also be interpreted, via the Z-transform

of the sequence p x o (see Section 2.1.3), as the Hankel operator

H, Klx] — K[z]]

p=> psx’ = pro= > [ psoais |z

BeB aEN™ \ BEB

As Vp,q € K[z], pgxo = p* (qx0c), we easily check that I, = ker H, is an ideal of K[x]
and that A, = K[z]/I, is an algebra.

Since Vp(z),q(x) € K[z], (p(x)+1,,q(x)+1,)s = (p(x),q(x))s, we see that (.,.), induces
an inner product on A,.

Given a sequence 0 = (04 )aen» € KN", the kernel of H, is the set of polynomials p =
> sep e’ such that p = Y s ppsoayp for all @ € N™. This kernel is also called the set of
linear recurrence relations of the sequence o = (64 )aeNn-
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Example 2.10 If 0 = e, € K[[y]] is the evaluation at a point { € K", then He, : p € K[z] —
p(§)ec(y) € Kl[y]]. We easily check that rank He, = 1 since the image of H,, is spanned by
ec(y) and that I, = (21 — &1, 20 — &n)-

If o = >, wi(y)eg, (y) then, by Lemma 2.3, the kernel I, is the set of polynomials
p € K[z] such that Vg € K[x], p is a solution of the following partial differential equation:

s

S wi(0)(pg) (&) = 0.

i=1
Remark 2.11 The matrix of the operator H, in the bases (x®),en» and its dual basis
(ﬁ) is
al
aeN’n
[Hs] = (0a+p)apens = ((0]2°F))a,penn.

In the case n = 1, the coefficients of [H,] depends only the sum of the indices indexing the

rows and columns, which explains why it is are called an Hankel operator.

2.2.1 Truncated Hankel operators

In the sparse reconstruction problem, we are dealing with truncated series with known coeffi-
cients o, for a in a subset a of N™. This leads to the definition of truncated Hankel operators.

Definition 2.12 For two vector spaces V,V' C K[z] and o € (V- V)* =(v-v' |ve Vv €
VY C K|[y]], we denote by HYV" the following map:
HYV' .V = V"™ =homg (V' K)
p(x) = pl@)*o(y)y

It is called the truncated Hankel operator on (V,V’).

When V' = V| the truncated Hankel operator is also denoted HY. When V (resp. V') is
the vector space of polynomials of degree < d € N (resp. < d' € N), the truncated operator is
denoted H*%' . If B = {by,...,b.} (resp. B' = {b},...,b.}) is a basis of V (resp. V'), then the
matrix of the operator H;/’Vl in B and the dual basis of B’ is

[HPZP'] = ((o]bibi) )1<ij<r

If B=a® and B’ = % are monomial sets, we obtain the so-called truncated moment matrix
of o:

[HE’B} = (0p+p')pev peb-

When n = 1, this matrix is a classical Hankel matrix, which entries depend only of the sum
of the indices of the rows and columns. When n > 2, we have a similar family of structured
matrices, which rows and columns are indexed by exponents in IN” and which entries depends
on the sum of the row and column indices. These structured matrices called quasi-Hankel
matrices have been studied for instance in [MP00].
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2.3 Artinian algebra

In this section, we recall the properties of Artinian algebras. Let I C K[z] be an ideal and let
A =K][x]/I be the associated quotient algebra.

Definition 2.13 The quotient algebra A is artinian if dimg (A) < oco.

Notice that if K is a subfield of a field I, we denote by Ap, = L[z]/I1, = A ® L where
I, = I ® L is the ideal of IL[x] generated by the elements in I. As the dimension does not
change by extension of the scalars, we have dimy (K[x]/I) = dimg, (IL[x]/Iy,) = dimy, (Ar). In
particular, A is artinian if and only if Ag is artinian, where IK is the algebraic closure. For the
sake of simplicity, we are going to assume hereafter that K is algebraically closed.

A classical result states that the quotient algebra A = K[z]/I is finite dimensional, i.e.
artinian , if and only if, V() is finite, that is, I defines a finite number of (isolated) points in
K" (see e.g. [CLO92][Theorem 6] or [EMO7][Theorem 4.3]). Moreover, we have the following
structure theorem (see [EMO07][Theorem 4.9]):

Theorem 2.14 Let A = KJz]/I be an artinian algebra of dimension r defined by an ideal I.
Then we have a decomposition into a direct sum of subalgebras

A=A @D Ag, (10)
where
i V(I) = {517"-a§r’} C ]Rn with T/ < r.

o I =Q1N---NQ, is a minimal primary decomposition of I where Q; is me, -primary with
mgm = (.1'1 - §i717 ey Ty — gz,n)

o A, = K[z]/Q; and Ag, - Ae;, =0 if i # 5.

We check that A localized at my, is the local algebra Ag¢,. The dimension of A, is the
multiplicity of the point & in V(I).
The projection of 1 on the sub-algebras A, as

=g g,

with ug, € Ag, yields the so-called idempotents ue, associated to the roots &;. By construction,
they satisfy the following relations in A, which characterize them:

e l=ug +-tug,
° ugi =ug fori=1,...,7,
o ugue, =0for 1<4,j <7 and i # j.
The dual A* = Homg (A, K) of A = K[z]/I is naturally identified with the sub-space
I+ = {A e K[z]" = K[[y]] | ¥p € I, A(p) = 0}

of K[z|* = K[[y]] As I is stable by multiplication by the variables z;, the orthogonal I+ = A*
is stable by the derivations %. In the case of a primary ideal, the orthogonal has a simple

form [Mac16], [Ems78], [Mou{)(;]:
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Proposition 2.15 Let @ be a primary ideal for the mazimal ideal m¢ of the point £ € K" and
let Ae = K[x]/Q. Then

Q= Af = De(Q) - ec(y),
where De(Q) C Kly] is the set of polynomials w(y) € K[y] such thatVg € Q, w(d1,...,0n)(q)(§)
0.

The vector space D¢(Q) C Kly] is called the inverse system of Q. As @ is an ideal,
Q™+ = D¢(Q) - ec(y) is stable by the derivations di%, and so is De(Q).

Ifl=@Q;Nn---NQE, is a minimal primary dLecomposition of the zero-dimensional ideal
I C K[x]| with Q; mg,-primary, then the decomposition (10) implies that

since Q3 N Qj- = (Q: + Q) = (1)* = {0} for i # j. The elements of Az, are the elements
A € A* = I' such that Va; € A; j # i, M(a;) = 0. Any element A € A* decomposes as

A:u&*A—‘r'-'—f—uET,*A. (11)

As we have ug, « A(Ag;) = A(ug, Ag;) = 0 for i # j, we deduce that ug, x A € Af, = Q}"

By Proposition 2.15, Qi = D;e¢(y) where D; = Dg,(Q;) is the inverse system of Q;. A
basis of D; can be computed (efficiently) from &; and the generators of the ideal I (see e.g.
[Mou96] for more details).

From the decomposition (11) and Proposition 2.15, we deduce the following result:

Theorem 2.16 Assume that K is algebraically closed. Let A be an Artinian algebra of di-
mension r with V(I) = {&,...,&} C K". Let D; = D¢, (I) C Kly] be the vector space of

differential polynomials w(y) € Kly] such that ¥p € I,w(01,...,0,)(p)(&) = 0. Then D; is

stable by the derivations diy_, i =1,...,n. It is of dimension u; with Z:/:l W = r. Any

elements A of A* has a um'qlue decomposition of the form

Ay) = wiy)ee, (y), (12)
i=1

with w;(y) € D; C Kly], which is uniquely determined by wvalues (Alb;) for a basis B =
{b1,...,b.} of A. Moreover, any element of this form is in A*.

Proof. For any polynomial w(y) € K[y], such that V¢ € V(I), Vp € I,w(d1,...,0,)(p)(€) =0
w(Or,...,0,)(p)(€) = 0, the element w(y)eg(y) is in I+. Thus an element of the form (12) is
in [+ = A"

Let us prove that any element A € A* is of the form (12). By the relation (11), A decomposes
as A = Z:,:l ug, x A with ug, x A € A7 = Qi. By Proposition 2.15, QF = D;eg,(y), where
D; = D¢, (Q;) is the set of differential polynomials which vanish at &;, on @; and thus on I.
Thus ug, * A is of the form ug, x A = w;(y)eg, (y) with w;(y) € D; C K[y]. By Lemma 2.6, its

decomposition as a sum of polynomial exponentials A(y) = Y ._,; w;(y)eg, (y) is unique. This
concludes the proof. O

Theorem 2.16 can be reformulated in terms of solutions of partial differential equations,
using the relation between Artinian algebras and polynomial-exponentials POLYEXP. This
duality between polynomials equations and partial differential equations with constant coeffi-
cients goes back to [Riq10] and has been further studied and extended for instance in [Gro37],
[Ems78], [Ped99], [OPO1], [HT04]. In the case of a non-Artinian algebra, the solutions on an
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open convex domain are in the closure of the set of polynomial-exponential solutions (see e.g.
[Mal56][Théoreme 2] or [Hor90][Theorem 7.6.14]). The following result gives an explicit descrip-
tion of the solutions of partial differential equations associated to Artinian algebras, as special
elements of POLYEXP, with polynomial weights in the inverse systems of the points of the
characteristic variety of the differential system:

Theorem 2.17 Let p1,...,ps € Clz1,...,z,] be polynomials such that Clx]/(p1,...,ps) i
finite dimensional over C. Let Q C R™ be a convex open domain of R™. A function f € C*°()
18 a solution of the system of partial differential equations

p1(01,. -, 00)(f)=0,...,05(01,...,0,)(f) =0 (13)
if and only if it is of the form
Fy) = > wily)es v
i=1

with Ve (p1, - - ,ps) = {&,-..,.&} C C" and w;(y) € D; C Cly] where D; = D¢, ((p1,---,Ds))
is the space of differential polynomials, which vanish on the ideal (p1,...,ps) at &;.

Proof. By a shift of the variables, we can assume that  contains 0. A solution of f
of (13) in C*°(92) has a Taylor series expansion f(y) € C[[y]] at 0 € €2, which defines an
element of Clxz]*. By Lemma 2.3, f is a solution of the system (13) if and only if we have
p1* f(y) =0,...,ps* f(y) = 0. Equivalently, f(y) € I+ where I = (p1,...,ps) is the ideal of
K[x] generated by p1,...,ps. If A = C[x]/I is finite dimensional, i.e. Artinian, Theorem 2.16

implies that the Taylor series f(y) is in I+, if and only if, it is of the form:
) =3 wy)es (14)
i=1

with Ve(p1,...,ps) ={&,..., &} C C" and wi(y) € D; = D¢, (I) C Cly] where D, is the space
of differential polynomials which vanish on I = (p1,...,ps) at &. The polynomial-exponential
function (14) is an analytic function with an infinite radius of convergence, which is a solution
of the partial differential system (13) on . By unicity of the solution with given derivatives at
0€Q, > wi(y)e ¥ coincides with f on all the domain Q C R™. O

Here is another reformulation of Theorem 2.16 in terms of convolution or cross-correlation

of sequences:

Theorem 2.18 Let p1,...,ps € Clz1,...,z,] be polynomials such that Clz]/(p1,...,ps) IS
finite dimensional over C. The generating series of the sequences o = (04) € CN" which
satisfy the system of difference equations

prxoc=0,....,psx0 =0 (15)

are of the form .
Y .
o(y) = Z Ta” 7= Zwi(y)egz Y
a€EN™ ’ i=1

with Ve (p1, -+, ps) = {&1,..., &} C C" andw;(y) € D; C Cly] such that D; = D¢, ((p1,---,Ds))
is the space of differential polynomials, which vanish on the ideal (p1,...,ps) at &;.
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Proof. The sequence o is a solution of the system (15) if and only if o(y) = > cnn a % eI+
where I = (p1,...,ps) is the ideal of K[x] generated by pi,...,ps. We deduce the form of
o(y) € POLYEXP(y) from Theorem 2.16. O

The solutions V(I) = {&1, ..., &~} can be recovered by linear algebra, from the multiplicative
structure of A, using the properties of the following operators:

Definition 2.19 Let g be a polynomial in A. The g-multiplication operator Mg is defined by

Mg: A = A
ho o Mgy(h) = gh.

The transpose application Mg of the g-multiplication operator M is defined by

M A —  A*
A = ME(A)=AoM, =gxA.

t .
g

Let B = {b1,...,b,} be a basis in A and B* its dual basis in A*. We denote by MP (or
simply M, when there is no ambiguity on the basis) the matrix of M, in the basis B. As the
matrix (M, f )t of the transpose application Mtg in the dual basis B* in A* is the transpose of
the matrix MgB of the application M, in the basis B in A, the eigenvalues are the same for
both matrices.

The main property we will use is the following (see e.g. [EMO0T7]):

Proposition 2.20 Let I be an ideal of R = K[x| and suppose that V(I) = {&1,&2,...,&}-
Then

o for all g € A, the eigenvalues of My and M} are the values g(&1),...,9(&) of the
polynomial g at the roots with multiplicities p; = dim A, .

e The eigenvectors common to all M; with g € A are - up to a scalar - the evaluations

(TSR =7

Remark 2.21 If B = {b1,...,b,} is a basis of A, then the coefficient vector of the evaluation

B
W e

BENT

in the dual basis of A is [(eg,|b))] g g = [bj(&)]i=1..r = B(&). The previous proposition says
that if M, is the matrix of M, in the basis B of A, then

M;B(fi) = g(&)B(&)-

If moreover the basis B contains the monomials 1, x1, xs, ..., Z,, then the common eigenvectors
of M; are of the form v; = ¢[1,&1,...,&n,...| and the root & can be computed from the
coefficients of v; by taking the ratio of the coefficients of the monomials x1,...,x, by the

coefficient of 1: &; ; = Vvi’“rl Thus computing the common eigenvectors of all the matrices M ;
for g € A yield the roots &, (i = 1,...,r). In practice, it is enough to compute the common

eigenvectors of M! ..., M} , since Vg € K[z|, M} = g(M! ..., M} ).

’ Tn? 1’ Tn

We are going to consider special Artinian algebras, called Gorenstein algebras. They are
defined as follows:

Definition 2.22 A K-algebra A is Gorenstein if 30 € A* = Homg (A, K) such that VA €
A*,Ja € A with A = a*o and axo =0 implies a = 0.

In other words, A is Gorenstein, if and only if, A* is a free A-module of rank 1.
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3 Correspondence between Artinian Gorenstein algebras

and POLYEXP

In this section, we describe how polynomial-exponential functions are naturally associated to
Artinian Gorenstein Algebras. As this property is preserved by tensorisation by K, we will also
assume hereafter that K = K is algebraically closed.

Given o € K][[y]], we consider its Hankel operator H, : p € K[x] — p* o € K][y]]. The
kernel I, of H, is an ideal and the elements px o of im H, for p € K[z] are in I} = A% where
A, =Klz]/I: Vg€ I,, (pxo|q) = (g*0o|p) =0. If A, is artinian of dimension r, then

imH, = {pxo|pe R} C I} = A
is of dimension < r. Therefore, the injective map
Ho : Ar — A
p(x) — pl@)*o(y)

induced by H, is an isomorphism, and we have the exact sequence:
0— I, » Klz] 2= A% — 0. (16)

Conversely, let A be an Artinian Gorenstein Algebra of dimension r, generated by n elements
ai,...,an. It can be represented as the quotient algebra A = K[x]/I of K[x] by an ideal I.
As A is Gorenstein, there exists o € A* such that o is a basis of the free A-module A*. This
implies that the kernel of the map

H, :K[x] — A
p = pxo
is the ideal I. Thus A = A, and H, is of finite rank r = dim A.

This construction defines a correspondence between series o € K[[y]] of finite rank or Hankel
operators H, of finite rank and Artinian Gorenstein Algebras.

3.1 Hankel operators of finite rank

Hankel operators of finite rank play an important role in functional analysis. In one variable,
they are characterized by Kronecker’s theorem [Kro80] as follows (see e.g. [Pel98] for more
details). Let Lo(IKN) be the vector space of sequences € KN of finite support and let o =
(0r)ken € KN. The Hankel operator H, : (p)ien € Lo(KN) — (3, Okt1P) yen € KN is of
finite rank r, if and only if, there exist polynomials wy (u), ...,wm (u) € K[u] and &;,...,& € K

distinct such that )
s
O = Zw,(lﬂ) f,
i=1

with Z:lzl deg(w;) + 1 = rank H,. Rewriting it in terms of generating series, we have H, : p =

Syt € Klz] = > on (O, okpim) %’T = p* o is of finite rank, if and only if,

k r
Y .
o(y) = Z Ok Gy = sz‘(y)e&y
: i=1

keN

17



with wi,...,w € K[y] and &,...,& € K distinct such that Y., deg(w;) + 1 = rank H,.
Notice that deg(w;) + 1 is the dimension of the vector space spanned by w;(y) and all its
derivatives.

In the case of several variables, extensions of Kronecker’s theorem have been developed
[F1i70], [Pow82], [ACL5Db], [ACL5a], but without connecting the rank of the Hankel opera-
tor with the decomposition of the associated symbol. The following result generalizes Kro-
necker’s theorem, by establishing a correspondence between Hankel operators of finite rank
and polynomial-exponential series and by connecting the rank of the Hankel operator with the
decomposition of the associated series.

Theorem 3.1 Let o(y) € K|[y]]. Then rank H, < oo, if and only if, o € POLYEXP(y).

Ifo(y) = > i, wi(y)eg, (y) with w;(y) € Ky \ {0} and &; € K" pairwise distinct, then the
rank of Hy isr = Z:;l w(w;) where p(w;) is the dimension of the inverse system spanned by
wi(y) and all its derivatives Oyt - - - Oy wi(y) for a = (ai,...,an) € N".

Proof. If H, is of finite rank r, then A, = K[x]/I, = K[x]/ ker H, ~ Im(H,) is of dimension
r and A, is an artinian algebra. By Theorem 2.14, it can be decomposed as a direct sum of
sub-algebras
As =Ae, @D Ag,
where I, = Q1N ---NQ, is a minimal primary decomposition, V(I,) = {&1,...,&~} and A, is
the local algebra for the maximal ideal m; defining the root &; € K", such that A, = Kz]/Q;
where @); is a my,-primary component of I,.
By Theorem 2.16, the series 0 € A% = I} can be decomposed as

o =Y wilwes ) (a7)

with w;(y) € K[y] and w;(y)eg, (y) € Af, = L ie. 0 € POLYEXP(y).

Conversely, let us show that if o(y) = Z:,:l wi(y)ee, (y)with w;(y) € K[y]\{0} and §; € K"
pairwise distinct, the rank of H, is finite. Using Lemma 2.4, we check that I, = ker H, contains
ﬂlemgf“ where d; is the degree of w;(y). Thus V(1) C {&1,...,&}, Ay is an artinian algebra
and rank H, = dim(Im(H,)) = dim(K][z]/I,) = dim(A,) < oo.

Let us show now that rank H, = >"!_, pt(w;). From the decomposition (11) and Proposition
2.15, we deduce that ug, o = w;(y)eg, (y). By the exact sequence (16), A% = Im(H,) = {p*o |
p € K[z]}. Therefore, A7 = Q; is spanned by the elements ug, x (px o) = px (ug, x0) =
px (w;i(y)eg, (y)) for p € K[z, that is, by w;(y)ee, (y) and all its derivatives with respect to diyi.
This shows that A, = D;eg, (y) where D; C K[y] is the inverse system spanned by w;(y). It
implies that the multiplicity p; = dim Az = dim Ag, of §; is the dimension p(w;) of the inverse
system of w;(y). We deduce that dimA, = dim A% = r = Z:;l p(w;). This concludes the
proof of the theorem. O

Let us give some direct consequences of this result.

Proposition 3.2 If o(y) = Zf/zl wi(y)ee, (y) with w;(y) € Kly] \ {0} and & € K™ pairwise
distinct, then we have the following properties:

o The points &1,&,...,&+ € K™ are the common roots of the polynomials in I, = ker H, =
{pr € K[x] | Vq € K[z], (o|pq) = 0}.
1L

o The series w;(y)ee, is a generator of the inverse system of Q;-, where Q; is the primary

component of I, associated to &;.
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e The inner product {.,.), is non-degenerate on A, = K[x]/I,.

Proof. Suppose that o(y) = Z:/:l wi(y)ee, (y).

To prove the first point, we construct polynomials d;(x) € K[z] such that §; x o = e, (y).
We chose a polynomial ¢;(x) such that §;(& + Oy, ..., &n + 0y, ) (w;i)(y) = 1. We can take for
instance a term of the form CH?zl(.Tj — &) where c€e K and o = (a1, ..., ) € N is the
exponent of a monomial of w; of highest degree. By Lemma 2.4, we have

5i(x) * (wi(y)ee, (y)) = 6i(&i + 0y) (wi)(Y)eg, (¥) = eg, (y).

Then Vp € Io, (6  (ug, * 0)lp) = (6i(x) » (wi(y)ee, (y)) [p) = (e, (y)lp) = p(&) = 0 and
V(Iy) D {&,...,&}. As I, contains ﬂgzlmgf“ where d; is the degree of w;(y), we also have
V(I,) C{&,. .., &}, which proves the first point.

The second point is a consequence of Theorem 3.1, since we have w;(y)es, € D; = Q; so
that fi(w;) = p(wi(y)eg,) < dim(D;) = dim(Q;") and

r= 3 ) < Y dim(@F) = dim(I) = dim (A4,) =
i=1 i=1

Therefore, the inverse system spanned by w;(y)eg,, of dimension u(w;) = dim(Q;) = dim D;,
is equal to D;.
Finally, we prove the third point. By definition of I, if p € K]z] is such that Vq € K[z],

(p(x),q(x))s = (p*o(y)lq(x)) =0,

then px o(y) = 0 and p € I,. We deduce that the inner product (-,-), is non-generate on
A, = Klx]/I,, which proves the last point. O

If (bi)1<i<r and (b))1<i<r are bases of A, then the matrix of H,, in the basis (b;)1<i<s and
in the dual basis of (b)1<i<, is [Ho] = ((o]bi(2)b(x)))1<i j<r- In particular, if (x°)sep and
(%) gcpr are bases of A, its matrix in the corresponding bases is

[Ho] = ((o|x™7))pepsren = (0p1p)sen e = Hy P .
It is a submatrix of the (infinite) matrix [H,]. Conversely, we have the following property:
Lemma 3.3 Let B = {by,...,b.}, B = {b),...,0.} C Klx]. If the matriz HPB" = ((o|bid))eB pren:
is invertible, then B and B’ are linearly independent in A, .

Proof. Suppose that Hf’B/ is invertible. If there exist p = >, pib; (p; € K) such that p =0
in A,. Then p*xo =0 and Vq € R, (o|pqg) = 0. In particular, for j = 1...r we have

T

> (o|bib};)p; = 0.

i=1
As HUB’B/ is invertible, p; = 0 fori = 1,...,r and B is a family of linearly independent elements
in A,. Since we have (HE-B")t = HB-B we prove by a similar argument that HZ?" invertible
also implies that for B’ is linearly independent in A, . O

Notice that the converse is not necessarily true, as shown by the following example in one
variable: if o =y, then I, = (2?), A, = K[z]/(2%) and B = B’ = {1} are linearly independent
in A,, but H3B" = ((o|1)) = (0) is not invertible.

This lemma implies that if dim A, < 400, |B| = |B/| = dim A, and HZ5" is invertible,
then (azﬁ)ﬁeB and (:Bﬁ/),gleB/ are bases of A,.

A special case of interest is when the roots are simple. We characterize it as follows:
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Proposition 3.4 Let o(y) € K|[[y]]. The following conditions are equivalent:

1. o(y) = >, wieg(y), withw; € K\ {0} and & € K"pairwise distinct.
2. The rank of H, is r and the multiplicity of the points &1, ...,& in V(1) is 1.
3. A basis of A% is eg,, ... €¢,.

Proof. 1 = 2. The dimension u(w;) of the inverse system spanned by w; € K\ {0} and its
derivatives is 1. By Theorem 3.1, the rank A, isr = ._, p(w;) = >_:_, 1 and the multiplicity
of the roots &1, ...,& in V(I,) is 1.

2 = 3. As the multiplicity of the roots is 1, by Theorem 3.1, o(y) = >.|_, wieg(y)
with deg(w;) = 0. As A% is spanned by the elements pxo = Y ., wp(&) eg; for p € K[z],
€, ...,e¢ is a generating family of the vector space A%. Thus eg,, ..., e, is a basis of A}.

3=1 Ase,... e, is a basis A,, the points & € K" are pairwise distinct. As o € A},
there exists w; € K such that ¢ = Z:Zl wieg, . If one of these coefficients w; vanishes then
dim(A%) < r, which is contradicting point 3. Thus w; € K \ {0}. O

In the case where all the coefficients of o are in R, we can consider the following property

of positivity:

Definition 3.5 An element o € R[[y]] = R[z]* is semi-definite positive if Vp € R[z], (p,p)e =
(o|p?) = 0. It is denoted o 3= 0.

The positivity of o induces a nice property of its decomposition, which is an important
ingredient of polynomial optimisation. It is saying that a positive measure on R™ with an
Hankel operator of finite rank r is a convex combination of r distinct Dirac measures of R".
See e.g. [Lau09] for more details. For the sake of completeness, we give here its simple proof
(see also [LLM ™ 13][prop. 3.14]).

Proposition 3.6 Let o € R][y]] of finite rank. Then o = 0, if and only if,

= Zwi €¢; (y)
1=1

with w; >0, & € R™.
Proof. If o(y) =) ;_, w; €¢, with w; >0, & € R™, then clearly Vp € R[z],

§ wl l /

and o = 0.
Conversely suppose that Vp € R[z], (o¢|p?) > 0. Then p € I,,, if and only if, (o|p?) = 0. We
check that I, is real radical: If p%* + Ej qu- € I, for some k € N, p,q; € R[z] then

< Ip2’“+2qj> (o]p™) +Z olg}) =

which implies that (o|(p¥)?) = 0, (ol¢}) = 0 and that p*,q; € I,. Let ¥ = [§]. We
have (cr|(p’“,)2> = 0, which implies that p* € I,. Iterating this reduction, we deduce that
p € I,. This shows that I, is real radical and V(I,) C R"™. By Proposition 3.4, we deduce that
o= _jwie withw; € C\ {0} and & € R™. Let u; € Rz] be a family of interpolation
polynomials at & € R™: u;(&;) =1, u;(&§;) = 0 for j # i. Then (o|u?) = w; € Ry. This proves
that o(y) = > _;_, w; €g, (y) with w; > 0, & € R™. O
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3.2 The decomposition of o

The sparse decomposition problem of the series o € K[[y]] consists in computing the support
{&,...,&} and the weights w; (y) € K[y] of so that o = >_._ w;(y) eg, (y). In this section,
we describe how to compute it from the Hankel operator H,.

We recall classical results on the resolution of polynomial equations by eigenvalue and eigen-
vector computation, that we will use to compute the decomposition. Hereafter, 4 = K[x]/I
is the quotient algebra of K[x] by any ideal I and A* = Homgk (A, K) is the dual of A. It
is naturally identified with the orthogonal I+ = {A € K[[y]] | Vp € I,{A,p) = 0}. In the
reconstruction problem, we will take I = I,,.

By Proposition 3.2, H, induces the isomorphism

Ho : Ar — A
p(@) — p(@)*o(y).

Lemma 3.7 For any g € K[z], we have
Howo = M; oHy =Hs 0o M. (18)

Proof. This is a direct consequence of the definitions of Hg.o, Ho, M; and M,. O

From Relation (18) and Proposition 2.20, we have the following property.

Proposition 3.8 Ifo(y) =Y ._, wi(y)ee, (y)with w; € K[y]\ {0} and & € K™ distinct, then
o for all g € A, the generalized eigenvalues of (Hgwo, Ho) are (&) with multiplicity p; =
wlwy),i=1...r,
o the generalized eigenvectors common to all (Hgxo, Ho) with g € A are - up to a scalar -
Hot(ee, ), - Hoteg,).

Remark 3.9 If we take g = z;, then the eigenvalues are the i-th coordinates of the points &;.

3.2.1 The case of simple roots

In the case of simple roots, that is o is of the form o(y) = >.._; wieg, (y) with w; € K\ {0} and
& € K" distinct, computing the decomposition reduces to a simple eigenvector computation,
as we will see.

By Proposition 3.4, {eg,,...,es } is a basis of A%. We denote by {ug,,...,ue, } the basis
of Ay, which is dual to {eg,,..., e}, so that Va(z) € A,,

T ™

a(@) = (eq,(y)]a(@))ug,(x) = ) al&)ue, (@). (19)
i=1 i=1
From this formula, we easily verify that the polynomials w¢,,ue,,. .., ue, are the interpolation
polynomials at the points &1, &, ..., &, and satisfy the following relations in A,:

1 ifi=j,
o u&'(fj)_{ 0 otherwise.

o ug, (x)* = ug, ().
° >i_iug(x) =1
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Proposition 3.10 Let o = Y.i_, wieg (y) with & pairwise distinct and w; € K\ {0}.
The basis {ue,, ..., ue.} is an orthogonal basis of A, for the inner product (.,.), and satisfies
(ug,, 1)o = (olug,) =w; fori=1...,r.

Proof. Fori,j=1...r, we have (ue,,ue,)s = (olugug,) = >, wrug, (§)ug, (&). Thus

(ug,, u€j>‘7 - { 0 otherwise

and {ue,, ..., ug, } is an orthogonal basis of A,. Moreover, (ug,, 1), = (o|ue,) = > 1, wiug, (&) =
Wi O
Proposition 2.20 implies the following result:

Corollary 3.11 If g € Kz] is separating the roots &1,...,& (i.e. g(&) # g(&;) when i # j),
then

o the operator Mg is diagonalizable and its eigenvalues are g(&1), ..., 9(&),

e the corresponding eigenvectors of My are, up to a non-zero scalar, the interpolation poly-
nomials g, ..., ug

s

e the corresponding eigenvectors of./\/l_f] are, up to a non-zero scalar, the evaluationseg,, ..., e, .

r

A simple computation shows that H,(u¢,) = wieg, (y) for ¢ = 1,...,r. This leads to the
following formula for the weights of the decomposition of o:

Proposition 3.12 If 0 = Y|, wieg, (y) with & pairwise distinct and w; € K\ {0} and

g € Klx] is separating the roots &1,...,&,, then there are r linearly independent generalized
eigenvectors v1(x), ..., v () of (Hgwo, Ho), which satisfy the relations:
(o\xjvi> = fi,j<a|vi)forj = 1,...,n,i = 1,...,’[‘
,
1
oly) = ——(olvi)es, (y)
( ;vl(gl)< | 1> 3

Proof. By the relations (18) and Corollary 3.11, the eigenvectors ug,, ..., ue, of M, are the
generalized eigenvectors of (Hgxo, Ho). By Corollary 3.11, v; is a multiple of the interpolation
polynomial ug,, and thus of the form v;(x) = v;(&)ue, (@) since ug, (&)=1. We deduce that
ug, () = ﬁvl(w) By Proposition 3.10, we have

1
m@’”i%

Wi = <O.‘ufi> =

roo_1

from which, we dedue the decomposition of o =3, e (o|vi)ee, (y). It implies that

T

(olzjue,) = wibk jug, (&) = & jwi = & j{olug,).

k=1
Multiplying by v;(&;), we obtain the first relations. O

This property shows that the decomposition of ¢ can be deduced directly from the general-
ized eigenvectors of (H g4, Ho). In particular, it is not necessary to solve a Vandermonde linear
system to recover the weights w; as in the pencil method (see Section 1.1). We summarize it
in the following algorithm, which computes the decomposition of ¢, assuming a basis B of A,
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is known.

Algorithm 3.1: Decomposition of polynomial-exponential series with constant weights

Input: the (first) coefficients oy, of a series o € K][y]] for a € a C N™ and bases
B ={by,...,b.}, B={by,...,b.}, of A, such that (B"- B") C (x%).

— Construct the matrices Hy = ((o|b;b;j))1<i,j<r (vesp. Hp = ((o|zib;bj))1<i,j<r) of He
(resp. Hz,+o) in the basis B of Ag;

— Take a separating linear form 1(x) = lyz1 + - - - + l,2, and construct
Hy =370 LH; = ((ofbibj))i<ij<r

— Compute the generalized eigenvectors vy, ..., v, of (Hy, Hy) where r = |B|;
— Compute &; ; such that (o|z,;v;) =& j{olvi)for j=1,...,n,i=1,...,7;

— Compute u;(x) = ﬁvl(w) where & = (§i1,---,&in);

— Compute {o|u;) = w;;

Output: the decomposition o(y) = >_._, wieg, (y).

To apply this algorithm, one need to compute a basis B of A, such that o is defined on
B - BT where BT = U"_;2;B U B. In Section 4, we will detail an efficient method to compute
such a basis B and a characterization of the sequences (04 )aea, which admits a decomposition
of rank r.

The second step of the algorithm consists in taking a linear form 1(x) = lyx1 + -+ - + L, @n,
which separates the roots in the decomposition (1(¢;) # 1(§;) if ¢ # j). A generic choice of
1 yields a separating linear form. This separating property can be verified a posteriori, by
checking that there are r distinct generalized eigenvalues. Notice that we only need to compute
the matrix H) of Hj,o in the basis B of A, and not necessarily all the matrices Hy.

The third step is the computation of generalized eigenvectors of a Hankel pencil. The other
steps involve the application of o on polynomials in B™.

We illustrate the method on a sequence o, obtained by evaluation of a sum of exponentials
on a grid.

Example 3.13 We consider the function h(ui,us) = - 2ui2u2 341 Tts associated gen-
erating series is 0 = > o2 h(a)¥;. Its (truncated) moment matrix is

h(0,0) h(1,0) h(0,1) 4 5 7 5 11 13

h(1,0) h(2,0) h(1,1) 5 5 11 -1 17 23

glteneatoead _ | h(0.1) A(L1) A(0,2) |71 o131 23 2
4 : : : 5 —1 17 —31 23 41
11 17 23 23 41 47

13 23 25 41 47 49

We compute B = {1,z1,22}. The generalized eigenvalues of (H,,+», Hy) are [1,2,3] and
corresponding eigenvectors are represented by the columns of

associated to the polynomials u(z) = [2— 5 1 — % To, —1+ 9, % T, — % x9]. By computing the
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Hankel matrix

(o) (ofug)  (olus)
Hbmmlw — | (glpag)  (o|lriug)  (o]zius) | = 1 2 3
<0’|Z‘2U1> <0’|Z‘2U2> <0’|J)2U3> 1 2 1
we deduce the weights and the frequencies (1,1), (2,2), (3, 1), which corresponds to the

decomposition o = e¥17Y2 4 3e2¥112v2 — 2142 and h(uy,ug) = 2+ 3 - 212 — 3ur,

Let us recall other relations between the structured matrices involved in this eigenprob-
lem, that are useful to analyse the numerical behavior of the method. For more details, see
e.g. [MPO00]. Such decompositions, referred as Carathéodory-Fejér-Pisarenko decompositions
in [YXS15], are induced by rank deficiency conditions or flat extension properties (see Section
4). They can be used to recover the decomposition of the series in Pencil-like methods.

Definition 3.14 Let B = {by,...,b.} be a family of polynomials. We define the B-Vandermonde
matriz of the points &1,...,&. € C" as

Va.e = (e |bi))1<ij<r = (bi(&5))1<ij<r

By remark 2.21, if {eg,,...,e¢.} is a basis of A% and B is a basis of A,, then Vg ¢ is the
matrix of coefficients of e, , ..., e¢, in the dual basis of B in A}, and it is invertible. Conversely,
if {e¢,,...,e¢.} is a basis of A%, we check that Vp ¢ is invertible implies that B = {b1,...,b,}
is a basis of A,.

Proposition 3.15 Suppose thato =Y, _, wiee, (y) with&y, ..., & € K" pairwise distinct and
w1, ..., wr € K\{0}. Let D,, = diag(wy,...,w,) be the diagonal matriz associated to the weights
w; and let D, = diag(g(&1),...,9(&)) be the diagonal matrices associated to g(&1),...,9(&).
For any family B, B' of K[x], we have

HEB' = Vy D, VL,
HEE = Vi eDuDyVh e = VoreDyDuVi

If moreover B is a basis of A, then Vp ¢ is invertible and
(MP) = VpeDgVpy
Proof. If o=, , wree, (y) and B = {b1,...,b.}, B' = {b},...,b.} are bases of A,, then
HEF = lz wkbg(fk)bj(fk)] = Vi eDuVi e
k=1 i,j=1,...,r
By a similar explicit computation, we check that Hf*"f, = VB/,ngDgVé’g. Equation (18)

implies that (MJ)" = Hpy (HPB)=1 = VB>€D9VB_,2' -

3.2.2 The case of multiple roots

We consider now the general case where o is of the form o = Z:/:l wi(y)ee, (y) with w;(y) €
K[y] and &; € K™ pairwise distinct. By Theorem 2.14, we have

As = Aoy @ @ Ao,
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where A, ¢, ~ K[z]/Q; is the local algebra associated to the mg,-primary component @; of I,.
The the decomposition (11) and Proposition 2.15 imply that A, ¢, is a local Artinian Gorenstein
Algebra such that ug, * o is a basis of A7 .. The operators M, of multiplication by the
variables x; in A, for j = 1,...,n are commuting and have a block diagonal decomposition,
corresponding to the decomposition of A,.

It turns out that the operators M, have common eigenvectors v;(z) € A,¢,. Such an
eigenvector is an element of the socle (0: m¢,) ={v € Aye, | (z; — &) v=0,j=1,...,n} =
Qi me,) /s

In the case of an Artinian Gorenstein algebra A, ¢,, the socle (0 : mg,) is a vector space of

dimension 1 (see e.g. [EMO7] [Sec. 7.1.5 and Sec. 9.5] for a simple proof). A basis element can
be computed as a common eigenvector of the commuting operators M, . The corresponding
eigenvalues are the coordinates &; 1,...,&; , of the roots &, i =1,...,r.

For a separating linear form 1(x) = liz1 + - - - + l,x, (such that 1(§;) # 1(§;) if ¢ # j), the
eigenspace of M for the eigenvalue 1(;) is the local algebra Ag, associated to the root &;. Let
B; = {bi1,...,biu,} be a basis of this eigenspace. It spans the elements of Ag,, which are of
the form ug,a for a € A, where ug, is the idempotent associated to & (see Theorem 2.14). In
particular, the eigenspace of M) associated to the eigenvalue 1(&;) contains the idempotent
ug,, which can be recovered as follows:

Lemma 3.16 Let B; = {b;1,...,b;,,} be a basis of A¢, and U; = ((0|bik))k=1,... .- Then
(HEP#B:)=1U; is the coefficient vector of the idempotent ug, in the basis B; of Ag,.

Proof. As the idempotent ug, satisfies the relation ug = ug, in A, and Ag, = ug, Ay, we
have

(ug, x olbir) = (olug,bik) = (olbir),
and U; = ((0]bik))k=1,...u, is the coefficient vector of ug¢,xo in the dual basis of B; in Azi.
By Lemma 3.3, as B; is a basis of Ag,, HZBi is invertible and (HZ#B)~1U; is the coefficient
vector of ug, in the basis B; of Ag,. O

Using the idempotent ug,, we have the following formula for the weights w;(y) in the de-
composition of o:

Proposition 3.17 The polynomial coefficient of e¢,(y) in the decomposition of o is

le%

wily) = Y (ug xol(@ - &)Y

s (20)
acNn?

Proof. By Theorem 3.1 and relation (11), we have

ug, x o = w;(y)eg, (y).

| —
As (YPeg (y)|(x — &)) = { 3 ftiem/fse

finite sum since w;(y) € Kly]. O

, we deduce the decomposition (20), which is a
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This leads to the following decomposition algorithm in the case of multiple roots.

Algorithm 3.2: Decomposition of polynomial-exponential series with polynomial weights
Input: the coefficients o, of a series o € K[[y]] for & € a C N" and bases B = {by,...,b,},
B ={V},...,b.}, of A, such that (B’ - B*) C (z?).

— Construct the matrices Hy = ({(o|b;b;))1<i,j<r (vesp. Hy = ({o|xib;bj))1<ij<r) of He
(resp. Hz,+o) in a basis B of A,;

— Compute common eigenvectors vy, ..., v, of all the pencils (Hy, Hy), k =1,...,n and
& = (&5, &in) such that (Hy — &,k Ho)v; = 0;

— Take a separating linear form 1(x) = lix1 + -+ - + lp2y;

— Compute bases B;,i = 1,...,7" of the generalized eigenspaces of (Hy, Hy);

For each basis B; = {bi,1,...,b;, }, compute U; = ((o|b; &) )k=1,...,u, and
wi = (HPP) U

~ Compute wi(y) = Yqenn (Wi *ol(@ — &) L

Output: the decomposition o(y) = >\, wi(y)ee, (y).

Here also, we need to know a basis B of A, such that ¢ is known on B’ - B*. The second
step is the computation of common eigenvectors of pencil of matrices. Efficient methods as
in [GT09] can be used to computed them. The other steps generalize the computation of the
simple root case. The solution of a Hankel system is required to compute the coefficient vector
of the idempotent u; in the basis B; of Ag,.

The relations between Vandermonde matrices and Hankel matrices (Proposition 3.15) can
be generalized to the case of multiple roots. Let o = Zz;l wi(y)ee, (y) with &,...,& € K?
pairwise distinct, w1 (y), . ..,w(y) € K[y] \ {0}. To deduce a decomposition of HPB" similar
to the decomposition of Proposition 3.15 for multiple roots, we introduce the Wronskian of a
set B = {b1,...,b} C K[z] and a set of exponents ' = {v1,...,7:} C N™ at a point £ € K™

Wore= | =07 (00|

1isr 1Syss

For a collection I' = {T'y,...,['v} with I'y,..., T,y C N™ and points & = {&1,...,&} C K" let

Were=[Wbri e - Wbr, ¢l

be the matrix obtained by concatenation of the columns of Wer, ¢,, k=1,...,7".

We consider the monomial decomposition wg(y) = ZaeAk Wi, o(T — &) with wy o # 0. We
denote by I'y, the set of all the exponents a € Ay in this decomposition and all their divisors
B=(B,...,Pn) with f < a. Let us denote by ~1,...,7s, the elements of T'j.

Let ALE = [(vi + ;) Wk 4+, )1<6,j<s, With the convention that wy .y, 1, = 0if v +7; Ak
is not a monomial exponent of wy(y). Let AL be the block diagonal matrix, which diagonal
blocks are AE’;7 k=1,...,7.

The following decomposition generalizes the Carathéodory-Fejér decomposition in the case
of multiple roots (it is also implied by rank deficiency conditions, see Section 4.1):

Proposition 3.18 Suppose that o = 2::1 wi(y)ee, (y) with &, ..., & € K" pairwise dis-
tinCt} W1(y), <o 7w7"(y) € K[y]\{o} FOTg € ]I{[J:], g®w = [9(€1+ay)(wl)a v ag(€T’+ay)(wT’)}-
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For any set B, B' C K[x] of size l, we have
HPP' = WpireAWhpe
H;i’f = WB’,F,§A£®wW]§7r,§

If moreover B is a basis of Ay, then Wp/ r ¢ and AL are invertible and the matrixz of multipli-
cation by g in the basis B of A, is
My = Wgrg(A )~ Aq@wW1§r§

g

Proof. By the relation (7), we have

HPP = 1> " w0y 0, ) (03 ()
k=1

1<i,5<1
By expansion, we obtain
Wk (gys vy ) = ) wiady (bib;)()-
aEAy
By Leibniz rule, we have
95 (b;) 95" (by)
05 (b)) = > aﬁ(b/)aa Blo) =al
|
a<<a5 A CE
We deduce that
Wk Oays - O, )OGD) () = Y Wk (BD;) ()
a€Ay
8/8 b’ 0SB (b,
= > olwpa Y, _(Bi,)(fk)
a€Ag AL :

— 'y t
= Wer.elu Wi

By concatenation of the columns of Wgr, ¢, and Wg , ¢,, using the block diagonal matrix
AT we obtain the decomposition of HZB = Wpi 1, ¢, ALk Wh e e
By Lemma 2.4, we have

’ ’
s

gx0 = gk +0y)(wi)eg, = > _(9® w)kee, .

k=1 k=1

Thus, a similar computation yields the decomposition: Hg*’g =Wpr 5A9®wWJg,F7£.
If B is a basis of A,, then by Proposition 3.2, H2'B is invertible, which implies that Wp' 1 ¢
and AL are invertible. By Relation (18), we have

Mg = (H7P) HG T = Wi (ML) AgewWp e
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4 Reconstruction from truncated Hankel operators

Given the first terms 0,,a € a of a series 0 = > xn oa% € K[[y]], where @ C N™ is a
finite set of exponents, the reconstruction problem consists in finding points &1, ...,§, € K"
and polynomial w;(y) € K[y] such that the coefficient of L, in the series

al?

T

> wilylec,(y) (21)

i=1

coincides with o, for all « € a.

It is natural to ask when this extension problem has a solution. This problem has been
studied for the reconstruction of measures from moments. The first answer is probably due to
[Fisl1] in the case of positive sequences indexed by N (see [AK62][Theorem 5]). The extension
to several variables involves the notion of flat extension, which corresponds to rank conditions
on submatrices of the truncated Hankel matrix. See [CI'96] for semi-definite positive Hankel
matrices and its generalisation in [LMO09].

This result is closely connected to the factorisation of positive semidefinite (PSD) Toeplitz
matrices as the product of Vandermonde matrices with a diagonal matrix [CF11], which has
been recently generalized to positive semidefinite multi-level block Toeplitz matrices in [YXS15]
and [AC15b]. Theorem 4.2 gives a condition under which a truncated series can be extended in
low rank. In view of Proposition 3.15 and 3.18, it also provides a rank condition for a generalized
Carathédory-Fejér decomposition of general multivariate Hankel matrices. Its specialization to
multivariate positive semidefinite Hankel matrices is given in Theorem 4.4.

We are going to use this flat extension property to determine when ¢ has an extension of
the form (21) and to compute a basis B of A,. The decomposition of o will be deduced from
eigenvector computation of submatrices of H,, using the algorithms described in Section 3.2.

In this section, we also analyze the problem of finding a (monomial) basis B of A, from the
coefficients o, a € a. We first characterize the series o, which admit a decomposition of the
form (21) such that B is a basis of A,.

4.1 Flat extension

The flat extension property is defined as follows for general matrices:

Definition 4.1 For any matriz H which is a submatriz of another matriz H', we say that H'
is a flat extension of H if rank H = rank H'.

Before applying it to Hankel matrices, we need to introduce the following constructions. For
a vector space V C K[z], we denote by VT the vector space Vt =V + 2,V + -+ +x,V. We
say that V' is connected to 1, if there exists an increasing sequence of vector spaces V) C V1 C
-+« C Vi =V such that Vy = (1) and V41 C Vl+. The index of an element v € V is the smallest
[ such that v € V].

We say that a set of polynomials B C K[z] is connected to 1 if the vector space (B) spanned
by B is connected to 1. In particular, a monomial set B = {x1,... & } is connected to 1 if
for all m € B, either m =1 or there exists m’ € B and iy € [1,...,n] such that m = z;,;m’.

The following result generalizes the sparse flat extension results of [LM09] to distinct vector
spaces connected to 1. We give its proof for the sake of completeness, since the hypotheses are
slightly different.

Theorem 4.2 Let V, V' C K[x] vector spaces connected to 1 and let o € (V-V'Y*. LetU C V,
U’ C V' be vector spaces such that 1 € U, Ut C V,U'* C V'. Ifrank HY"V' =rank HV'V" =7,
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then there is a unique extension & € Kl[y]] such that & coincides with o on (V - V') and
rank Hy = r. In this case, ¢ =Y ,_, wi(y)es, (y) with w;(y) € Kly], & € K™, r=>""_; plw;)
and Iz = (kengﬁ’U/).

Proof. Let K = ker HY"V'. The condition rank HY"V" = rank HY"V" implies that

KREK & YW eV (o|kv)y=0 (22)
& Y el (o] ku)=0. (23)

In particular,
k€ Kanda;x € V implies x,x € K, (24)

since U C V', Vo' € U, (0 | kzaw') = (o | 2;5b') = 0, which implies by the relation (23) that
zik € K.

Suppose first that 1 € K. Then as V is connected to 1, using Relation (24) we prove by
induction on the index [ that every element of V' of index > 0, which is a sum of terms of V' of
the form z;x with kK € K, is in K. Then ¢ = 0 and the result is obviously true for 6 = 0.

Assume now that 1 ¢ K. The condition rank Hg’U/ = rank HL‘,/’V/ implies that V = K + U
and we can assume that U N K = {0} and dim(U) = dim(U’) = rank HVV" = rank HYV' = r
with 1 € U. In this case, HY'V' is invertible.

Let M; := (HHU/)_ngZ,’E;. It is a linear operator of U. As HQIE]*UUI = HYU' o M;, we have
YueU,u eU’

(o | zun) = (o | Mi(u)u')
As rank HY"V' = rank HUU" = r and UT C V,U'* C V', we also have Vj = 1,...,n, Yu €
Uvu' €U’

(o | zizjuu’) = (o | muzju'y = (o | M;(u)z;u') = (o | Mj o M;(u)u').
We deduce that (o | M; o M;(u)u') = (¢ | M; o M;(u)u’) and the operators M;, M; commute:
Mj OM,L‘ ZMiOMj.
Let us define the operator

and the linear form
:Kxz] - K
p = (o|p(M)(Q1))

We are going to show that & extends o and that Iz = (ker Hg’U'Jr). As the operators M;
commute, the operator p(M) obtained by substituting the variable x; by M; in the polynomial
p € K[x] is well-defined and the kernel J of ¢ is an ideal of K]z].

We first prove that ¢ coincides with o on (V- V’). We prove by induction on the index that
YoeV,Vu e U, (o |vu) = (o | d(v)u). If vis of index 0, then v = 1 (up to a scalar) and
¢(1) = 1 so that the property is true.

Let us assume that the property is true for the elements of V of index I—1 > 0 and let v € V
of index [: there exists v; € V of index | — 1 such that v = ) z;v;. By induction hypothesis
and the relations (22) and (23), we have VYu' € U’,

ooy = Yo lvwad) =3 o | dwzal) =3 (o | M; o duvi)u)

% [ [

<<T | (Z ¢($ivz‘)> U/> = (o | p(v)u').
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Using relations (22) and (23), we also have
Vo € VYo' € V' (o | v') = (o | ¢(v)v'). (25)
In a similar way, we prove that
Vu € UV € V! (o |uv') = (o | v'(M)(u)). (26)

The property is true for v’ = 1. Let us assume that it is true for the elements of V' of index
I—1>0andlet v € V' be an element of index [. There exist v, € V' of index [ — 1 such that
v =3, x;v]. By induction hypothesis and the relations (22) and (23), we have Vv € V/,

(o lw) = Yol vea) =3 (o | o) = 3o | v/(M)M;(w)

A i i

- <a | (Z M ové(M)> <u>> = (o | V' (M) ().

By the relations (25) and (26), we have Yo € V, Vo' € V',
o) = (o |uM)(D) = (o | o/ (M) o u(M)(1) = (o | (uv')) = (& | 0.

This shows that & coincides with o on (V - V').

We deduce from relation (25) that Vu € U, Yu' € U’, (o | (u — ¢(u))u') = 0 and ¢(u) = u
since HY 'U" is invertible. Therefore ¢ is the projection of K[x] on U along its kernel J and we
have the exact sequence

0= J > Klz] 2 U —o.
Let I, = ker H; and A, = Klz|/I,. As J C I,, we have dimk A, < dimg IKJw]/J =dimU =r
and U is generating A,. Since & coincides with o on (U - U’) and HY'U" is invertible, by
Lemma 3.3 a basis of the vector space U C KJx] is linearly independent in A,. This shows
that dimx A, = r and that J = I,,.

Since U contains 1 and ¢ is the projection of K[x] on U along I, = J, we check that I,
is generated by the element x;u — ¢(z;u) for w € U, ¢ = 1,...,n, that is by the elements of
ker HV'U' C K.

If there is another 6’ € K[[y]] which coincides with o on (V' -V”) and such that rank Hz» = 7,
then ker HV V' C ker Hy» = I+ and J = (ker HY V") C I;/. Therefore, we have Vp € K|z,
(6" | p)y = (3" | p(p)) = (o | ¢(p)) = (¢ | p), so that 6’ = &, which conclude the proof of the
theorem. O

Remark 4.3 Let B be a monomial set. If HZ B is a flat extension of HZ-B" and HB-B'

is invertible, then a basis of the kernel of H C,B+7B/ is given by the columns of ( _IP ), where

H[’,37B/P = H(‘?B’B/. The columns of this matrix represent polynomials of the form

% — Z Do, B z°

BEB

for @ € OB. These polynomials are the border relations which project monomials of OB on the
vector space spanned by B, modulo ker H f+. Using Theorem 4.2 and the characterization of
border bases in terms of commutation relations [Mou99], [MT05], we prove that they form a
border basis of the ideal generated by ker Hf+, if and only if, rank HZ = rank Hf+ = |B|,
or in other words, if and only if, Hf+ has a flat extension. As shown in [BCMT10] (see also
[BBCM13]), the flat extension condition is equivalent to the commutation property of formal
multiplication operators.
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Let us consider the case where K = R, V = V’. We say that HY"V is semi-definite positive
or simply that o is semi-definite positive on V, if Vp € V, (HYV(p) | p) = (o | p*) > 0.
We have the following flat extension version:

Theorem 4.4 Let V C R[x] be a vector space connected to 1 and o € (V -V)*. Let U C V
such that 1 € U, UT C V, rank HY"V = rank HV'Y and HY"V = 0. Then there is a unique
extension & € R[[y]] which coincides with o on (V- V') and such that r = rank Hs, which is of
the form

6= wie(y)
i=1
with w; >0 and & € R™.

Proof. By Theorem 4.2, there is a unique extension & € R[[y]] which coincides with ¢ on

(V- V') and such that r» = rank Hz. As HY>V = 0, for any p € R[z] (5 | p?) = (o | ¢(p)?) = 0
and & is semi-definite positive (on R[x]). The real decomposition of & with positive weights is
then a consequence of Proposition 3.6. O

4.2 Orthogonal bases of A,

An important step in the decomposition method consists in computing a basis B of A,. In this
section, we describe how to compute a monomial basis B = {x?} and two other bases p = (pg)
and g = (¢g), which are pairwise orthogonal for the inner product (-, -):

<p/37q6/>0 = { ! ifﬂ N ﬂ

0 otherwise.

Such pairwise orthogonal bases of A, exist, since A, is an Artinian Gorenstein algebra and
(+,)o is non-degenerate (Proposition 3.2).

To compute these pairwise orthogonal bases, we will use a projection process, similar to
Gram-Schmidt orthogonalization process. The main difference is that we compute pairs pg, g3
of orthogonal polynomials. As the inner product (-, ), may be isotropic, the two polynomials
D3, may not be equal, up to a scalar.

The method proceeds inductively starting from b = [], extending the monomials basis b
with new monomials ®, projecting them onto the space spanned by b:

Po =T =Y (x%,q8)0pp
Beb

and computing qq, if it exists, such that (pa,¢a)e = 1 and (x?,q,)s = 0 for § € b. Here is a
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more detailled description of the algorithm:
Algorithm 4.1: Orthogonal bases
Input: the coefficients o, of a series o € K[[y]] for & € a C N™.
Letb:=[;b :=[;d=[;n:=[0;s:=a; s =a;1:=0;

while n # () do
=141,

for each o € n do

a) compute p, = “ — Z[jeB<wa7 4)oDg;
b) find the first o/ € s’ such that wa/pa € (a) and (wa/,pa>g #+0;

¢) if such an o' exists then

let gq = m (CCO/ - Z,@eB<$a,7pﬁ>o%>;

add « to b; remove « from s;
/
add o/ to b’; remove o' from s';

else

add « to d;

end
n := next(b, d, s);

end
Output:
— monomial sets b = [81,...,5,] Ca, b =[p],...,5.] Ca.
— pairwise orthogonal bases p = (pg,), g = (g3,) for (-,-)o.

— the relations p, :=x* — Y _._ (x*, qg,)opp, for a € d.

The algorithm manipulates the ordered lists b, d, s, s’ of exponents, identified with mono-
mials. The monomials are ordered according to a total order denoted <. The index [ is the
loop index.

The algorithm uses the function next(b,d, s), which computes the set of monomials « in
ObN s, which are not in d and such that o + b’ C a.

We verify that at each loop of the algorithm, the lists b and s (resp. b’ and s’) are disjoint
and bUs =a (resp. b’ Us' = a).

We also verify by induction that at each loop, (£°) = (pg | § € b) and (®¥) = (g5 | B € b).

The following properties are also satisfied at the end of the algorithm:

Theorem 4.5 Let b = [613 o 7BTL b/ = [617 oo 754’]3 b= [pBl7 o 7p5r]7 q = [QBU' .. aQ5r] be
the output of Algorithm 4.1. Let V = (a:b+>. If there exists a vector space V' connected to 1
such that ®)" C V' and V- V' = (x%). Then o coincides on (x®) with the unique series
& € K[[y]] such that rank Hz = r, and we have the following properties:

e (p,q) are pairwise orthogonal bases of As for the inner product (-,-)s.
e The family {po, = > — Z::1<51’5a7 48.) 0P, @ € d} is a border basis of the ideal I5, with

respect to xP.
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o The matriz of multiplication by xy, in the basis p (resp. q) of Az is My := ((o|zrps;4s,))1<ij<r
(resp. M}).

Proof. By construction, V = (wb+) is connected to 1 and x® contains 1, otherwise o = 0.
As V'’ contains ¥ and V - V/ = (x®), we have Ya € 9b,x* - ¥ C 2% Thus when the
algorithm stops, we have n = () and 9b = d. By construction, for o € d the polynomials
Pa =T =3 5 (T¥,qp)opp are orthogonal to (gs | B € b) = (x%). As a € d, for each v’ € V',
we have moreover (py,v’), = 0.

A basis of V is formed by the polynomials p, for a € b" since (ps | 8 € b) = (z®) and
Pa = & + by with by € (x?) for a € d = Ob. The matrix of HY"Y" in this basis of V and in a
basis of V’, which first elements are gg,, ..., qg,, is of the form

/ I 0
v,V o r
v =(0)

where I, is the identity matrix of size r. The kernel of HY: Vs generated by the polynomials
Ppo for a € d.

By Theorem 4.2, o coincides on V - V' = (x®) with a series ¢ such that x® is a basis of
As; =K[z]/I; and Iz = (kerH;/’V/) = (Pa)acd-

As po, = 2 + b, with a € b and b, € (xb), (pa)acop is a border basis with respect to x?
for the ideal I3, since x is a basis of of Ajz.

This shows that rank Hz = dim A; = |b| = r. By construction, (p, q) are pairwise orthog-
onal for the inner product (-,-),, which coincides with (-,-)5 on (x®). Thus they are pairwise
orthogonal bases of Az for the inner product (-, -)s.

As we have zxpp;, = Sy (Txps;, qp.)oPp;» the matrix of multiplication by x in the basis p
of Az is My := ((xrpp;,48,)0)1<ij<r = ({O|TkPp,q8,))1<i,j<r- Exchanging the role of p and q,
we obtain M}, for the matrix of multiplication by xj in the basis g. ]

Remark 4.6 If the polynomials p,, g, are at most of degree d, then only the coefficients of
o of degree < 2d + 1 are involved in this computation. In this case, the border basis and the
decomposition of the series o as a sum of exponential polynomials can be computed from these
first coefficients.

Remark 4.7 When the monomials in s are chosen according to a monomial ordering <, the
polynomials p, = x* + b, o € d are constructed in such a way that their leading term is x.
They form a Grobner basis of the ideal I;. To construct a minimal Grébner basis of I; for the
monomial ordering <, it suffices to keep the elements p, with a € d minimal for the division.

Remark 4.8 The computation can be simplified, when (-,-), is semi-definite, that is, when
for all p € (z) such that p? € (x®), we have (p, p), = 0 implies that Va € a with z%p € (z?),
(p, %)y = 0. In this case, the algorithm constructs a family of orthogonal polynomials p =

psys---,ps.) and g = [ga,,- -, qs,] With ¢z, = Wpﬂi and we have b = b’. Indeed, in the

while loop for each « € n, either (py, pa)s = 0, which implies that Vo' € t with x¥py € (x%),
(wa/,pa>0 = 0, so that @ € d, or (pa,Pa)e = (€%, pa)s # 0 and the first o’ € ¢ such that
(@ pa)e is o/ =a €b.

If K =R and o is semi-definite positive, then the polynomials ﬁpﬁgi are classical

\ \PB;sPBi)o

orthogonal polynomials for (-, ).
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We can now describe the decomposition algorithm of polynomial-exponential series, obtained
by combining the algorithm for computing bases of A, and the algorithm for computing the
frequency points and the weights:

Algorithm 4.2: Polynomial-Exponential decomposition

Input: the coefficients o, of a series o € K[[y]] for « € a C N™.
— Apply Algorithm 4.1 to compute bases B = xP, B’ = x® of A,;
— if 3V D B’ s.t. (V- BT) = (%) then
Apply Algorithm 3.2 (or Algorithm 3.1 if the weights are constant);

Output: the polynomial-exponential series > ._, w;(y)eg, (y) with w;(y) € K[y],
& € K™ with the same Taylor coefficients o, as o for « € @ C N"™.

4.3 Examples

d

Example 4.9 Let n =1 and o(y) = 4% € K][y]] with 0 < d and a # 0 € K.

In the first step of the algorithm, we take p; = 1 and compute the first ¢ such that (z*, p1),
is not zero. This yields b = [1], b' = [z9] and ¢; = x¢.

In a second step, we have p, = x — (¥, q1),p1 = 2. The first i such that (z*,p,), is not zero
yields b= [1,z], b’ = [2¢, 29! and ¢, = 2?71 — (247, p1)oqy = 2471

We repeat this computation until b = [1,...,2%, ¥ = [z¢, 297!,... 1] with py: = 2%,
qpi =2t fori=0,...,d.

In the following step, we have pyar1 = 2% — (291 g1)opr — -+ — (T, qua) gPya = 241
The algorithm stops and outputs b = [1,..., 2%, &' = [x¢, 2971 ... 1], pyars = 2@+
Example 4.10 We consider the function h(u,us) = - 2u1vz 31 Tts associated gen-
erating series is 0 = ) o2 h(a)%;. Its (truncated) moment matrix is

h(0,0) R(1,0) h(0,1) --- 4 5 7 5 11 13

h(1,0) h(2,0) h(1,1) --- 5 5 11 -1 17 23

H[Lwl’m@f@lm@g] _ h(0,1) h(L,1) h(0,2) _ To11 13 17 23 25
7 : : : 5 —1 17 =31 23 41

17 23 23 41 47

1
13 23 25 41 47 49

W =

At the first step, we have b = [1], p = [1], ¢ = [4]. At the second step, we compute b =

Lz, 2], p = [Lw1 — 2,20 + 221 — 4] = [p1,D0y,Pan) and @ = [$D1, —2pay, 4Das]- At the
third step, d = [22, 2129, 73] and the algorithm stops. We obtain the following generators of
ker H,:

Pe2 = z%+17274z1+2
Drizs = T1T2 —2T2 —T1+ 2
Pe2 = x5 — 3w9 + 2
We have modulo ker H,:
5
Tipr = g + Pz,
5 91

T1Pxy = _T6p1 + %pzl — Pas
T1Pry, = Y mbi = %pzl + %pm

%
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The matrix of multiplication by z; in the basis p is

5 -

5 -3 0
1 6
ot 96
Mlz 1 % ?5
0 -1 i |

Its eigenvalues are [1, 2, 3] and the corresponding matrix of eigenvectors is

1 3 _17
. 3 Y9
Us=| 5 =5 5 |
-3 1 =3
that is, the polynomials U(z) = [2 — £ 21 — £ 22, —1 + 2,1 ©1 — 1 x5]. By computing the
Hankel matrix
Hgﬁ[l,wl,wz] — 1 92 3
1 2 1
we deduce the weights and the frequencies (1,1),(2,2), (3, 1), which corresponds to the

decomposition o = e¥17Y2 4 321 +2¥2 _ 2U1+¥2 aggociated to h(ug,ug) = 2 + 3 - 2vFuz — 3ur,

5 Sparse decomposition from generating series

To exploit the previous results in the context of functional analysis or signal processing, we
need to transform functions into series or sequences in IKN". Here is the general context that
we consider, which extends the approach of [PP13] to multi-index sequences. We assume that
K is algebraically close.

e Let F be a functional space (in which “leaves the functions, distributions or signals”).
o Let S1,...,8, : F — F be linear operators of 7, which are commuting: S;0.S; = 5;0.5;.
e Let A:h e Fw A[h] € K be a linear functional on F.

We associate to an element h € F, its generating series:

Definition 5.1 For h € F, the generating series associated to h is

1 [e3 [0
ony) = > A (WY (27)
a€ENn
where S = S o---0 8% for a = (aq,...,q,) € N,

Definition 5.2 We say that the regularity condition is satisfied if the map h € F — op(y) €
K{[[y]] is injective.

We are interested in the decomposition of a function h € F in terms of (generalized) eigen-
functions of the operators S;. An eigenfunction of the operators S; is a function E € F such
that S;(E) = §E for j =1,...,n with £ = (&,...,&) € K". Generalized eigenfunctions of
the operators S; are functions Fi,..., E, € F such that S;(Ex) = §Ex + > o My w Ep for
k=1,...,pand &,...,§, € K.

The following proposition shows that if a function is a linear combination of generalized
eigenfunctions, then its generating series is a sum of polynomial-exponential series.
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Theorem 5.3 Let Sy,...,S, be commuting operators of F. Let Fv 1, ..., B,y Bra, o s Ery €

F be generalized eigenfunctions of Sy,...,S, such that for « =1,...;r, j =1,...,n, k =
]., R o
Si(Eix) =& jEix + Z i B
k' <k
with& = (&1, - .., &n) € K™ pairwise distinct. Ifh=3._, Zzzl hi kE; 1, then the generating
series o has a unique decomposition as:

T

on(y) = > wily)ee,(y)

i=1
where w;(y) € Kly|. If the regularity condition is satisfied, the decomposition uniquely deter-
mines the coefficients h; i, of the decomposition of h € F.

Proof. By Lemma 2.6, in a decomposition of series as a polynomial-exponential function
S wi(y) eg, (y), the polynomials w;(y) € Kly] and the support {{1,...,&,} are unique. Let
N@j = Sj — givj Id be the linear operator of El = <Ei,17--~7Ei,/L¢> such that Ni,j(Ej,k) =
D ok<k m§-7k,E]~7k/. By construction, N; ; is nilpotent of order < p; 4+ 1 and its matrix in the
basis {Ei1,..., Eiy} of E;is (my% )ew (with mi%, = 0if k > /). As the operators S,
restricted to E; are & ; Id +N; ; and commute, we deduce that the operators N; ; commute for
j =1,...,n. By the binomial expansion of §* = S --- 8% for o = («y,...,q,) € N" and
the commutation of the matrices N; ;, we have

S*(Eix) = Y <a> &N (Ein),

BLa,Bi <y b
where (g) = (gi) e (g:) and NP = Nfi an As N, ; is nilpotent of order y;+1, this sum
involves at most (p; + 1)™ terms such that 8; < pj, i =1,...,n.

The generating series of E; j, is then

> 3 awea(gey

aEN” B, B <y

OE; x (y)

’

B Y
= X ANEG Y 6
< i a’eN”
B8
= Y A[Nf(Ei,kn%egi(y) = wir(¥)ee, (1),
Bi< i ’

using the relation % (g) = %ﬁ, exchanging the summation order and setting o/ = o — 3.

We deduce that if b = 37_, ST, hixBik, then on(y) = Y7, wi(y)ee, (y) with wi(y) =
Y or hiwwik(y) € Kly]. If the regularity condition is satisfied, the map h € F — op(y) €
K[[y]] is injective and the polynomials w; x(y) k = 1,..., u; are linearly independent. There-
fore, the coefficients h;x, k = 1,...,p; are uniquely determined by the polynomial w;(y) =

Yok hiwi i (Y)- O

Definition 5.4 We say that the completness condition is satisfied if for any polynomial-exponential
series w(y)ee(y) with w(y) € Kly] and { € K", there exists a linear combination h € F of
generalized eigenfunctions of the operators S;, such that its generating function is w(y)e¢(y).

Under the completness condition and the regularity condition, any function h € F with a
generating series of finite rank can be decomposed into a linear combination of eigenfunctions.
We analyse several cases, for which this framework applies.
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5.1 Reconstruction from moments.

Let £ = C*°(R™), S be the set of functions in £ with fast decrease at infinity (Vf € S,Vp €
C[x], |pf| is bounded on IR™), O be the set of functions in £ with slow increase at infinity
(Vf € Oun, 1f(x)] < O(1 + [x])N for some C € R, N € N), £ be the set of distributions with
compact support (dual to £), S’ be the set of tempered distribution (dual to §) and Of, be the
space of distributions with rapid decrease at infinity (see [Sch66]).

In this problem, we consider the following space and operators:

e F = O is the space of distributions with rapid decrease at infinity;
o S;:h(x) € Op = z;h(x) € O is the multiplication by z;;
o A:h(x) € O — [h(z)dx € C.

For any h € O, for any o € N”,

A[S®(h)] = / 2 h(z)dz

is the o™ moment of h For h € O and oh = neNn f h(x ayw dx its generating series, we
verify that Vp € Clz], (oy, | p) = [ h(z)p(z)dx (i.e. the dlstrlbutlon h applied to p). We check
that

e the operators S; are well defined and commute

e a Dirac measure ¢ with §{ = (&§1,...,§,) € C" is an eigenfunction of S;: S;(d¢) = ;0.
Similarly for a = (aq,...,a,) € N® and

e the Dirac derivation 5204) (Vf e C=(Q), (5éa),f> = (=1)llger ... 927 (f)(€)) satisfies
Si((séa)) _ (04) gl 5l +§(Oé )

with the convention that 6§a_ei) = 0if a; = 0. It is a generalized eigenfunction of the
operators 5.

By the relation (28), the generating series of 5200 is

Ty = (07, 67Y) = yec(y).

This shows that the completeness condition is satisfied.

To check the regularity condition, we use the Fourier transform . : f € Oy — [ flx)e ¥ =2dx €
Of. It is a bijection between Oy and Of (see [Sch66][Théoreme XV]). Its inverse is .# 1 :
feOL— 2m)™ [ flx)e®=dx € Op. Let o: f(y) € Clly]] — f(iy) € C[ly]].

The generating series of f € O is

ostiy) = voosly) = 3 [ f(@)at

acNn?

|a\ a

/ f@)ei® vz = 2m)"FL(f).  (28)

This shows that the map f € Op — o5 € C[[y]] is injective and the regularity condition is
satisfied.
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For f € O, the Hankel operator H,, is such that Vg € C[z],

glalye
> [t@@e L de

a!
aeN™

/ f(@)g(@)ei™Vda = (2m)".F(fg).

HLOUf (9)

Using Relation (28), we rewrite it as Vg € Clz],

Hgz-15)(9) =-F ' (f9) (29)

with o = Z~1(f) € Op.

From this relation, we see that the operator Hz-1(y) can be extended by continuity to an
operator ng—l(f) :Op = Oy

The Hankel operator H,o, (or Hgz-1(5)) can be related to integral operators on functions
defined in terms of convolution products or cross-correlation. For ¢ € §’, the convolution with
a distribution ¢ € O, is well-defined [Sch66]. The convolution operator associated to ¢ on O
is:

YM:¢60bH(p*@b:/gp(ac—t)dJ(t)dtGS’.

The image of an element ¢ € O is a tempered distribution in S’. The distribution ¢ is the
symbol of the operator £,,.

Using the property that Vo € &',V € O, F (o *¢) = F(p)F (¢) € S’ and the relation
(29), we have for any ¢ € O,

Hyip)(9) = 771 (fg) = o = 9,(1),
with f = Z(p) €S', g=F (V) € Op. We deduce that
Heo=Ho0F (30)

with H, : g € Oy — F 1 F(p)g) € S'.
In the case where ¢ € POLYEXP N Oy, the operator is of finite rank:

Proposition 5.5 Let ¢ = w(y)ei(y) withw € Cly] and £ € R™. Then rank $, < p(w).

Proof. By Taylor expansion of the polynomial w at x, we have Vi) € O,
9.0) = [wle- e v
. & .
= ) (W) (@) /(—1)“—@/}(t)e”§'tdt.

ol
aeN”™
This shows that £, (1) belongs to the space spanned by 9%(w)(z)et® for a € N™, which is of
dimension p(w) and thus rank $, < p(w). O

The converse is also true:

Theorem 5.6 Suppose that ¢ € S" is such that the convolution operator $), is of finite rank
r. Then its symbol ¢ is of the form

p = Zwi(y)e’ifi (y).

with & = (&i1,---,&n) € R", wi(y) € Cly]. The rank r of $, is the sum of the dimension of
the vector spaces spanned by w;(y) and all its derivatives GZwi(y), v e N™.
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Proof. Since .Z is a bijection between O, and O, the relation (30) implies that £, is of
finite rank r, if and only if, H, : Op — Oy is of rank r. As the restriction of H, to the set of
polynomials C[x| C Oy is of rank 7 < r = rank §),, Theorem 3.1 implies that

T/
P = Z Z wi,ayY“ e (y)
i=1 a€A,
with & € C™ distincts, A; C N™ finite and 7 = Z:/:l p(w;) where p(w;) is the dimension of the
inverse system of w; = > 4. wi,ay®, spanned by w;(y) and all its derivatives. As ¢ € S'isa
distribution with slow increase at infinity, we have &, = ¢¢; with & € R™.

By Proposition 5.5, we have r = rank ), < >.._; u(w;) = 7. This shows that rank £, =
>i_ w(w;) and concludes the proof of the theorem. O

We can derive a similar result for the convolution by functions or distributions with support
in a bounded domain € of R". The main ingredient is the decomposition ), = H, 0.%, which
extends the construction used in [Roc87] for Hankel and Toeplitz operators on L?(I) where I
is a bounded interval in R.

By the generalized Paley-Wiener theorem (see [Sch66][Théoreme XVI]), the Fourier trans-
form . is a bijection between the set £ of distributions with a compact support and the set
of continuous functions f € C(IR™) with an analytic extension of exponential type (there exists
A €R,C € Ry such that Vz € C", |f(2)] < CeAlllTFlzD) Let us denote by &£'(2) the
set of distributions with a support in Q, and by PW(Q) = {F(¢) | ¢ € ()} the set of their
Fourier transforms.

Theorem 5.7 Let Q,Z be open bounded domains of R™ with , T = Z2+Q C R™ and ¢ € £'(Q).
The convolution operator

Dy el'(E)— /cp(m —t)(t)dt € E'(T)

s of finite rank r, if and only if, the symbol  is of the form

p=1g Zwi(y)e& (y)
i=1

where & = (§.1,...,&n) € C", wi(y) € Clyl. The rank r of $, is the sum of the dimensions
p(wi) of the vector spaces spanned by wi(y) and all the derivatives jw;(y), v € N™.
Proof. Using the relations Vo € £'(Q2),¢ € £'(E),

F(oxp) = F(p)F(¢),
and (29), we still have the decomposition

He=H,0F.

with Hy, : g € PW(E) = ZF Y F(p)g) € E'(T). Thus §, is of finite rank r, if and only if,
H, is of finite rank r. As the rank of the restriction of H, to Clz] C PW(E) is at most r, we
conclude by using Theorem 3.1, a result similar to Proposition 5.5 for elements ¢ € £'(Z) and
the relation .Z ~1(Z (¢)) = ¢ on Q. O

Similar results also apply for the cross-correlation operator defined as

S:jw:7,/}65’r—><p*1/):/g0(:17+t)1/_1(t)dt€$’.
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Using the relation .Z (¢ x 1) = F(¢).Z (1) (with # =co.Z where¢: 2z € C+ 2z € C is the
complex conjugation), we have £, = H, o F. As 1 = F 1 og, we deduce that e, and H,
have the same rank and the same type of decomposition of the symbol ¢ holds when fmp is of
finite rank.

Remark 5.8 To compute the decomposition of ¢ € &' (resp. ¢ € £'(R2)) as a polynomial
exponential function, we first compute the Taylor coefficients of 0.z (,) = H,(1), that is, the

values o, = (—1)I°.Z (2%¢)(0) for some a € a C N™ and apply the decomposition algorithm
4.2 to the (truncated) sequence (04 )aca-

5.2 Reconstruction from Fourier coeflficients

We consider here the problem of reconstruction of functions or distributions from Fourier coef-
ficients. Let T = (T1,...,T,) € R} and Q = [, [- 255, 22 ] C R™. We take:

)
o F=L2(Q);

e S;:h(z) € L*(Q) — R h(z) € L*(9) is the multiplication by ¢*" T ;
o A:h(z) € Op — [h(z)dx € C.

For f € £(Q) with a support in Q and v = (v1,...,7,) € Z", the y-th Fourier coefficient of f
is

1 71 Tn 1 —2mi 3" i fj
O~ = niy(f) (27,,27{') = ni/f(a:)e i=1"T;
T T i T.) "o

Let 0 = (o)~ ez be the sequence of the Fourier coefficients. The discrete convolution operator

associated to o is @, : (pg)gezr € L*(Z") (ZB O'a_ﬁpﬁ) € L*(Z™). The discrete
agZm

cross-correlation operator of o is I'y : (pg)gezn € L*(Z") (Zﬂ aa+[3p5) o € L2(7™).
w€Zn

It is obtained from T, by composition by R : (rg)sez» € L*(Z") v (p—g)pez~ € L*(Z"):
Iy =®,0R.
A decomposition similar to the previous section also holds:

Theorem 5.9 Let f € L*(Q) and let 0 = (0,),eczn be its sequence of Fourier coefficients. The
discrete convolution (resp. cross-correlation) operator @, (resp. T'y) is of finite rank if and

only if ,
N (@)
F=2 > wialg
i=1 a€A;CN"

where
o &= (815 &in) €Q wia € C, A CN" is finite,

e the rank of T, is the sum of the dimensions p(w;) of the vector spaces spanned by w;(y) =
ZaeAi wiayY® and all the derivatives 9 (w;), v € N™.

Proof. Let S : f € L*(Q) — (04)yezn € L*(Z™) be the discrete Fourier transform

where 0., = ﬁf(f) (277%, .. .,2#%’;). Its inverse is S™' : 0 = (04)yezn € L*(Z") —

2mi " ML . .
Y aczn 0y 1ae R T (). As the discrete Fourier transform exchanges the convolu-

tion and the product, using Relation (29), we have Vo, p € L2(Z"),

®,(p) = S(S7H(0)S™H(p)) = S(fg) =S o F 0o F T (fg) = SoF o Hz-1(5)(9)
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where f = S (0),g = S (p) € L*(Q) and Hgz-1(p) : g € L*(Q) — F'(fg) € PW(Q). We
deduce that
CI)U =So% OHgZ‘—loS—l(o.) o S_l.

As S is an isometry between L?(Z") and L*(Q) and .# is an isomorphism between L?({2) and
PW(Q), &, =S0F o Hg-155-1(5) © S~! and Hg-1,5-1(,) have the same rank.
As Clz] C PW(Q), we deduce from Theorem 3.1 that

F oS o) = Z@(y)egi (y)

where & = (€i1,...,&n) € €, Gily) = Y aea, Wiay® € Clz]. Using a result similar to

Proposition 5.5 for the elements ¢ € L?((2), we deduce that the rank r of ®, is 7 = Z:,:l w(@;).
Consequently,

’
T

f=5Yo)=% Z Z winy“eg (y) | = (QW)HZ Z i‘al(‘biﬁo‘(sig)'

i=1 a€A; i=1 a€A; CNn

As the support of f is in Q, we have & = if} € Q). We deduce the decomposition of f with

w; = (2m)" Zle ZaeAican ila‘@i,aya-
The dimension ji(w;) of the vector space spanned by w;(y) = >_ ¢ 4, wi,a ¥y and all its deriva-

tives is the same as the dimension p(w;) of the space spanned by w;(y) = (2m)" >_ . 4, Wi.ad Yy
and all its derivatives, since w;(y) = (27)"@;(¢y). Therefore, rank ®, = r = Z:;l ww;) =
>iq #(w;). This concludes the proof of the theorem. O

Remark 5.10 To compute the decomposition of f € L?(Q2) as a weighted sum of Dirac mea-
sures and derivates, we apply the decomposition algorithm 4.2 to the (truncated) sequence
of Fourier coefficients (04)aca for some subset a C IN™. The polynomial-exponential de-

composition ¢ = 331 30, c 4, Diay¥eg (y), from which we deduce the decomposition f =
(27T)n Z::l ZaeAi CN7™ zla‘ajz’aa’fgz)

5.3 Reconstruction from values

In this problem, we are interested in reconstructing a function in C*°(R") from sampled values.
We take

o F=C>R"),
o S;:h(x)— h(z1,...,zj—1,2; + 1,2j41,...,x,) the shift operator of z; by 1,
o A h(x)— Alh] = h(0) the evaluation at 0.

The generating series of h is

{034

on(y) = > han,... a2 = 3 ¥

! al

aEN™ aEN?
The operators S; are commuting and we have S;(ef'®) = &;ef* where f = (f1,...,fn) € C"
and & = efi. The generating series associated to ef'® is eg(y) where £ = (&,...,&,) =

(efr,... efn).
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Similarly for any o = (ag,...,a,) € N, Sj(z®ef®) = &> (O‘J)z [Tz 27 ‘ef'® which

shows that the function x®ef'® is a generalized eigenfunction of the operators S;. Its generating
series is
y
Ogoef: m Z ﬂafﬁ (31)
BEN™

Let b (y) = (7“) e (ZZ) be the Macaulay binomial polynomial with (ZZ) = a%,yl(yzfl) s (yi—

@y

a; + 1), which roots are 0,...,a; — 1. It satisfies the following relations:
1 yP 1
D bal =3 b (ﬂ)&l’ =Y S = =Y e (y).
| | — | |
BEN™ Bs o ﬁ B>a (e2 (ﬁ a). [e%

As y* = Za,<<a Mo obar (Y) for some coefficients my o € Q such that my o = 1, we have

Ogoefe (y) = ( Z ma’,aéﬂli‘:> ef(y) = W(x(y)ef(y)' (32)

o' Lo

The monomials of w,(y) are among the monomials y® = ¢ ---yn™ such that 0 < o < ay,

which divide y®. As the coefficient of y* in w,(y) is 1, we deduce that (wy)aenn is a basis of
C[y] and the completeness property is satisfied.
Let h = (h(a))aenn. The Hankel operator Hy, is such that Vp =34 psxP € Clz],

Hy(p) = D | D_h(a+B)ps %T

aeNn B

Identifying the series o(y) = > cnn O’a% € C[ly]] with the multi-index sequence (04 )aecnn
and a polynomial p = 3 ., pax® with the sequence (pa)aenn Lo(IN™) of finite support, the
operator Hj corresponds to the discrete cross-correlation operator by the sequence h. This
operator can be extended to sequences h,p are in L?(IN").

Theorem 5.11 Let h € C®°(R"). The discrete cross-correlation operator T'y, : p € L?(N")
hxp= (ZB h(a+ ﬂ)pg) o € L?(N") is of finite rank, if and only if,
wENn

z)= Y a(@)e! +r(a)

where
o fi=(fir,---, fin) € C", gi(x) € Clx],
r(x) € C*°(R"™) such that r(a) =0, Yoo € N7,

e The rank of Ty, is the sum of the dimension u(g;) of the vector space spanned by g;(x)
and all its derivatives 0g¢g;, o € N™.

Proof. Since Hy, is of finite rank, Theorem 3.1 implies that

o = Z h y' sz 651

acNn»
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where §; € C", w;(x) € Clz] and rank H,, = Z:/:l pw(w;). Let £f; = (fi1,-.., fin) € C" such
that & = (efi1,...,efin) and g; o € C for a € A; € N” such that

wi¥) = Y giawa(y)-

acA;

a f;-x

By the relation (32), the generating series of 7(x) = h — 377 3" c 4. gia®®e"® is 0, which
implies that r is a function in C°°(IR™) such that r(a) = 0, Vo € N™.

It remains to prove that the inverse systems spanned by wi(y) = >_,c4, 9i,awa(y) and by
9i(x) = >_,ca, 9i,a®™ have the same dimension. The polynomials w, are of the form

Wa(y) = ya + Z Woz,a/ya 5
a'#Fa,o Ka

with wa,or € Q. Let p denotes the linear map of Cly] such that p(y®) = wa(y) — y*. We
choose a monomial ordering >, which is a total ordering on the monomials compatible with the
multiplication. Then, the initial in(w,) of we, that is the maximal monomial of the support of
Wa, is Yy since y® = in(p(y®)). As the support of w, is in {a/, o’ < a}, the support of 9w,
(B € N")is {o/,a/ < a— B} and the initial of 9Pw,, is 9%(x). By linearity, for any g € C[y],
we have in(g) = in(p(g)). We deduce that

wi) =Y Giawa®) = Y gy +p(y*) = gi(¥) + plg:)

a€A, a€A,;

and the initial in(9%w;) is also the initial of 3%g; (8 € N™). Therefore the initial of the vector
space spanned by w;(y) = ¢;(y) + p(g;) and all its derivatives coincides with the vector space
spanned by the initial of w;(y) = g;(y) and all its derivatives. Therefore, the two vector spaces
have the same dimension. This concludes the proof. O

Remark 5.12 Instead of a shift by 1 and the generating series of A computed on the unitary
grid IN”, one can consider the shift S;(h) =h (z1,...,2j-1,2; + %, Tijtt,. - ,xn) for T; € Ry

Qn

P Ty

and the generating series of the sequence (h (%, . )) exn The previous results apply
QN

directly, replacing the function h by hy : (z1,...,2,) — h (%, ce %’:) where T' = (T1,...,Ty).

Remark 5.13 Using Lemma 2.6, we check that the map h € POLYEXP — o), € Clly]] is
injective and the regularity condition is satisfied on POLYEAXP. Thus, in Theorem 5.11 if
h € POLYEXP then we must have r(x) = 0.

Remark 5.14 By applying Algorithm 4.2 to the sequence of evaluations of a function h €

POLYEXP on the (first) points of a regular grid in IR™, we obtain a method to decompose
functions in € POLYEXP as a sum of products of polynomials by exponentials.

5.4 Sparse interpolation

For B = (B1,...,0n) € N and & € €", we denote log’ & = [T, (log(x;))? where log(z) is
the principal value of the complex logarithm C \ {0}. Let

POLYLOG (1, ..., %n) = Zpaﬁa:a log?(z), pa.s € C
a,B
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be the set of functions, which are the sum of products of polynomials in & and polynomials in
log(x).

For h =37, 5hapx® log” (€) € POLYLOG(x), we denote by e(h) the set of exponents
o € N" such that hy g # 0.

The sparse interpolation problem consists in computing the decomposition of a function p
of POLYLOG(x) as a sum of terms of the form p, g* log” () from the values of p. We apply
the construction introduced in Section 5 with

o F=POLYLOG(z),

o Sj : h(xl,...,xn) — h(l‘l,...,.ij_l,/\jxj,l‘j+1,..
/\j e C,

., %) the scaling operator of z; by

o A:h(xy,...,x,) — Alh] = h(1,...,1) the evaluation at 1 = (1,...,1).
We easily check that
e the operators S; are commuting,

o for a = (a1,...,an) € N7, the monomial * is an eigenfunction of S;: S;(x®) = )\?ja:o‘.

o for o = (a1,...,a,) EN" B=(01,...,0,) € N, x* log’B(w) is a generalized eigenfunc-
tion of Sj:

Sj(@*log’(x)) = Y A‘*J( >1ogBJ 7 A log” z® [ ] log™ (a).

0<B'<B; k#j

More generally, for v € N", we have

SY(x*log” (x)) = (H (A fwy)™ )(H ~ilog(A) + log(;))” )

ca [ 3 (5 )vﬁ’ tog” (A) log" ()

’
BB f

where & = (AT, ..., A%"). We deduce that,

A[S7(z* log” (z))] = €177 log” (A). (33)

Theorem 5.15 Let h € POLYLOG(x). For M\i,...,\, € C, the generating series o, =
D enn R A0) T of h is of the form

y) = Z wi(y)eg, (v)
with

e =(h) ={ay,...,an},
o &=\ ) e,

e wi(y) = ZﬁeB,i Wz’,ByB € Cly].
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Q1

If moreover \; # 1 and the points & = (A["',..., \n""), a; € e(h) are distinct, then h =
Yic1 e, Wi sT™ log”(x).

Proof. Let o, € N”. As x“ is an eigenfunction of the operators S;, its generating series
associated to x® is eg(y) where £ = (AT*, ..., A%"). From the relations (31) and (32), we deduce
that the generating series of z® log” (x) is

O e tog? () = 1087 (A) D 7667 = log” (Mws(y)ec(y)
yEN™

where wg(y) is the polynomial obtained from the expansion of y” in terms of the Macaulay
binomial polynomials b, (y). As in Section 5.3, this shows that the completeness property is
satisfied. )

Ifth=Y% ., > pen, hipz™ log? (), \i # 1 and the points & = (A;™, ..., \n"") are distinct,

then /
on=>_ | Y hiplog’ MNws(y) | ec.(y sz y)eg, (y

i=1 \BEB;

with & = (A\7",...,An"") and w;(y) € C[z]. By Lemma 2.6 and the linear independency
of the polynomials wg, we deduce that the coefficients h; 3 are uniquely determined from the
coefficients of the decomposition of w;(y) in terms of the Macaulay binomial polynomials wg,
since log?(X) # 0. O

This result leads to a new method to decompose an element h € POLYLOG(x) with
an exponent set e(h) C A € N™. By choosing A1,...,A, € C\ {1} such that the points
(MY, ..., A%) for @ € A are distinct and by computing the decomposition of the generating

series as a polynomial-exponential series Z:/:l wi(y)ee, (y) (Algorithm 4.2), we deduce the
exponents a; = (logy (§i,1),...,logy (&,n)) and the coefficients h; g in the decomposition h =
E:;l > pep, hipT™ log” () from the weight polynomials w;(y).

This method generalizes the sparse interpolation methods of [BOTS&8], [Zip79], [GLL09],
where a single operator S : h(x1,...,2,) = h(A21,..., Apxy,) is used for some Aq,..., A\, €
C and where only polynomial functions are considered. The monomials ® (o € N™) are
eigenfunctions of S for the eigenvalue A* =[] ; A*. For h =, w;x*, the corresponding
univariate generating series o, defines an Hankel operator, which kernel is generated by the
polynomial p(z) = []i_,(z — A%") when A®',... A% are distinct. If \1,..., A, € C are chosen
adequately (for instance distinct prime integers [BOT&S], [Zip79] or roots of unity of different
orders [GLL09]), the roots of p yield the exponents of h € Clz].

The multivariate approach allows to use moments A(A, ..., A%") with o = (a1,...,a,) €

of degree |a| = a1 + -+ + o, less than the degree 2r — 1 needed in the previous sparse
interpolation methods. Sums of products of polynomials and logarithm functions can also be
recovered by this method, the logarithm terms corresponding to multiple roots.

n
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