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1 Introduction

Let f represent a deterministic numerical model in r0,1qd ,
d ě 1. Sensitivity measures, also known as Sobol’ indices,
are used to assess which inputs of f are influential for the
output. The normalized indices are scalars between 0 and 1
whose values are interpreted as follows: the closer to 1 the
more influential the index. Alternatively, they can be inter-
preted as the percentage of the variance explained by the
inputs. Among all Sobol’ indices one can distinguish first-
order and total effect indices. The first measures the effect
of a single input, while the latter measures this same effect
and includes all its interactions with other inputs.

When dealing with complex numerical models, analyti-
cal expressions of Sobol’ indices are often inaccessible. In
such cases, one must rely on an estimation of these indices.
The original estimation procedure is due to Sobol’ [13]. How-
ever, this procedure requires several model evaluations which
are usually expensive. Later on, Saltelli [11] proposed strate-
gies to estimate sets of Sobol’ indices at once through the
use of a combinatorial formalisms. While elegant, these strate-
gies still require a large number of model evaluations. A cost
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efficient alternative to estimate first-order indices was intro-
duced in [7]. This alternative, called replication procedure,
has recently been further studied in [14] and generalized to
the estimation of closed second-order indices.

A practical problem concerning the use of these meth-
ods is how to quantify the number of model evaluations to
ensure that Sobol’ estimates are accurate enough. This pa-
per addresses this challenge by proposing a reliable error
bound for Sobol’ indices based on digital sequences. The
error bound is defined in terms of the discrete Walsh co-
efficients of the integrands involved in the Sobol’ indices
definition. We propose a sequential estimation procedure of
Sobol’ indices using the error bound as stopping criterion.
The procedure operates under the assumption that all inte-
grands lie inside a particular cone of functions (see [3]).

Firstly, section 2 introduces Sobol’ indices and reviews
both Saltelli’s strategy to estimate first-order and total ef-
fect Sobol’ indices, and the replication procedure. Our main
contribution is detailed in Section 3. There we review the
construction of the error bound for the estimation of inte-
grals based on digital nets, and then generalize it for Sobol’
indices. Section 4 is devoted to analyze the cost in terms of
model evaluations of our sequential estimation algorithm. It
combines the error bound in Section 3 and either one of the
two estimation procedures of Section 2. We also discuss a
potential improvement to estimate small first-order indices
according to [10]. Finally, examples and illustrations of our
procedure are presented in Section 5.

2 Backgrounds on Sobol’ indices

2.1 Definition of Sobol’ indices

Denote by x “ px1, . . . ,xdq the vector of inputs of f and
D “t1, . . . ,du the set of dimensions indexes. Let u be a sub-
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set of D , ´u its complement and |u| its cardinality. xu rep-
resents a point in r0,1q|u| with components x j, j P u. Given
two points x and x1, the hybrid point w “ pxu : x1´uq is de-
fined as w j “ x j if j P u and w j “ x1 j if j R u. We assume
that f P L2pr0,1sdq.

The uncertainty on x is modeled by a uniform random
vector, namely x iid

„ U pr0,1sdq. The Hoeffding decomposi-
tion [4,13] of f is:
f pxq “ f∅`

ÿ

uĎD ,u‰∅
fupxq, (1)

where:

f∅ “ Er f pxqs “ µ,

fupxq “
ż

r0,1q|u|
f pxqdx´u´

ÿ

vĂu
fvpxq.

Due to orthogonality, applying the variance to equation (1)
leads to the variance decomposition of f :

σ
2 “ Varr f pxqs “

ÿ

uĎD ,u‰∅
σ

2
u , with σ

2
u “

ż

r0,1q|u|
fupxq2dxu.

From this decomposition, one can express the following two
quantities:
τ

2
u “

ÿ

vĎu
σ

2
v , τ

2
u “

ÿ

vXu‰∅
σ

2
v , uĹD .

For u Ĺ D , the two quantities τ2
u and τ

2
u measure the

importance of variables in xu. τ2
u quantifies the main effect

of xu, that is the effect of all interactions between variables
in xu. τ

2
u quantifies the main effect of xu plus the effect of all

interactions between variables in xu and variables in x´u.
τ2

u and τ
2
u satisfy the following relations: 0ď τ2

uď τ
2
u and

τ2
u “ σ2´τ

2
´u. These two measures are commonly found in

the literature in their normalized form: Su “ τ2
u{σ

2 is the
closed |u|-order Sobol’ index for inputs u, while Su “ τ

2
u{σ

2

is the total effect Sobol’ index of order |u|.

The problem of interest is the evaluation of first-order
and total effect Sobol’ indices. In our framework, we are
only interested in single input indices, namely |u| “ 1. The
computation of the normalized indices is performed based
on the following integral formulas for their numerators:

τ
2
u “

ż

r0,1q2d´1

`

f pxq´ f pxu : x1´uq
˘

f px1qdxdx1´u, (2)

τ
2
u “

1
2

ż

r0,1qd`1
p f px1q´ f pxu : x1´uqq

2dxudx1, u PD , (3)

while variance and mean of f are evaluated as:

σ
2 “

ż

r0,1qd
f pxq2dx´µ

2,

µ “

ż

r0,1qd
f pxqdx,

(4)

Usually the complexity of f causes the computation of inte-
grals (2), (3) and (4) to be intractable. In such cases, one can
instead estimate these quantities.

2.2 Estimation of Sobol’ indices

In this section we review two Monte Carlo procedures for
the estimation of Sobol’ indices. A design is a point set
P “ txiu

n´1
i“0 where each point is obtained by sampling each

variable x j n times. Each row of the design is a point xi in
r0,1qd and each column of the design refers to a variable
x j. Consider P “ txiu

n´1
i“0 and P 1 “ tx1iun´1

i“0 two designs

where pxi,x1iq
iid
„ r0,1q2d . One way to estimate the two quan-

tities (2) and (3) is via:

pτ2
u “

1
n

n´1
ÿ

i“0

`

f pxiq´ f pxi,u : x1i,´uq
˘

f px1iq, (5)

p

τ
2
u “

1
2n

n´1
ÿ

i“0

p f px1iq´ f pxi,u : x1i,´uqq
2, u PD , (6)

using for σ2:

pσ
2 “

1
n

n´1
ÿ

i“0

f pxiq
2´ pµ

2, with pµ “
1
n

n´1
ÿ

i“0

f pxiq. (7)

Then, the Sobol’ indices estimators are:

pSu “
pτ2
u{pσ

2, pSu “
p

τ
2
u{pσ

2. (8)

The estimation of a single pair (pSu, pSu) requires 3n evalua-
tions of the model f . Thus, for first order indices, one would
need 3nd model evaluations. Using a combinatorial formal-
ism, in [11], Saltelli proposes the following estimation strat-
egy:

Theorem 1 The d`2 designs txi,u : x1i,´uu
n´1
i“0 constructed

for u P t∅,t1u, . . . , tdu,Du allows to estimate all first-order
and total effect Sobol’ indices of order 1 at a cost of npd`2q
evaluations of the model.

The d` 2 designs of Theorem 1 are obtained by substitut-
ing columns of P for columns of P 1 accordingly to u. In-
deed, there is no need of reevaluating f pxiq and f px1iq for
each u. While elegant, this approach requires a number of
model evaluations that grows linearly with respect to the in-
put space dimension.

An efficient alternative to evaluate all first-order indices
was proposed by [7] requiring only 2n model evaluations.
This alternative relies on the construction of two replicated
designs. The notion of replicated designs was first intro-
duced by McKay through its replicated Latin Hypercubes in
[8]. The definition we provide below generalizes the notion
of replicated designs:

Definition 1 Let P “ txiu
n´1
i“0 and P 1 “ tx1iun´1

i“0 be two
point sets in r0,1qd . Let Pu “ txi,uu

n´1
i“0 (resp. P 1u), uĹD ,

denote the subset of dimensions of P (resp. P 1) indexed
by u. We say that P and P 1 are two replicated designs of
order a P t1, . . . ,d´1u if @ uĹD such that |u| “ a, Pu and
P 1u are the same point set in r0,1qa. We define by πu the
permutation that rearranges the rows of P 1u into Pu.
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The method introduced in [7] allows to estimate all first-
order Sobol’ indices with only two replicated designs of or-
der 1. The key point of this method is to use the permutations
resulting from the structure of the two replicated designs to
mimic the hybrid points in formula (5).

More precisely, let P “ txiu
n´1
i“0 and P 1 “ tx1iun´1

i“0 be
two replicated designs of order 1. Denote by t f pxiqu

n´1
i“0 and

t f px1iqun´1
i“0 the two sets of model evaluations obtained with

P and P 1. From Definition 1, we know that x1πupiq,u “ xi,u.
In addition, we define:

πup f px1iqq “ f px1πupiqq, i P t0, . . . ,n´1u,

then remark:

πup f px1iqq “ f px1
πupiq,u : x1πupiq,´uq,

“ f pxi,u : x1πupiq,´uq.

Hence, each τ2
u can be estimated via formula (5) where

πup f px1iqq is exactly f pxi,u : x1i,´uqwithout requiring further
model evaluations. This estimation method has been deeply
studied and generalized in Tissot et al. [14] to the case of
closed second-order indices. In the following we refer to this
method as replication procedure.

2.3 Towards a reliable estimation

The aim of this paper is to propose a sequential procedure to
estimate first-order and total effect Sobol’ indices. A prac-
tical problem concerning the estimation of these indices is
how large to choose the number of evaluations to ensure
that Sobol’ estimates are accurate enough. Asymptotical re-
sults show that Sobol’ estimates are normally distributed ([5,
Proposition 2.2], [14, Proposition 3.5]). As a consequence,
confidence intervals can be used.

An alternative to address this problematic is the use of
sequential procedures. As examples, sequential versions of
the replication procedure and McKay’s procedure are re-
spectively proposed in [1] and [15]. However, in those two
cases, the stopping criterion is a quantity of interest purely
empirical, built directly upon the estimates. Such stopping
criteria often involve hyper-parameters difficult to tweak but
more importantly, fail to guarantee any error bound on the
estimates.

Our sequential procedure stands apart from others with
the construction of a robust stopping criterion. This criterion
is an error bound based on the Walsh series decomposition
of the integrands in (2), (3) and (4), and exploits the group
properties of digital nets. As such, our procedure relies on
an iterative construction of Sobol’ sequences. This construc-
tion is performed accordingly to the multiplicative approach
presented in [2].

The description of the error bound is introduced in the
following section and our sequential procedure is detailed
in section 4.

3 Reliable error bound for Sobol’ indices

We start by reviewing the construction of the error bound
proposed in [3] for the estimation of d-dimensional inte-
grals. Then, we present an extension of this error bound for
normalized Sobol’ indices. This extension is built upon the
integral formula of a Sobol’ index.

3.1 Reliable integral estimation using digital sequences

We assume we have an embedded sequence of digital nets
in base b as in [3, Sec. 2-3],

P0 “ t0u Ă ¨ ¨ ¨ ĂPm “ txiu
bm´1
i“0 Ă ¨¨ ¨ ĂP8 “ txiu

8
i“0.

Each Pm has a group structure under the digit wise addition:

x‘ t“

˜

8
ÿ

`“1

rpx j`` t j`q mod bsb´` pmod 1q

¸d

j“1

,

where x j` and t j` are the b-adic decompositions of the jth

component of points x and t.
In order to relate the group structure of Pm with the in-

tegration error, we introduce the dual net which establishes
the relationship between any digital net and the wavenumber
space of non-negative integers Nd

0 . Hence, a dual net is

PK
m “ tk P Nd

0 : xk,xy “ 0, x PPmu,

xk,xy “
d
ÿ

j“1

8
ÿ

`“0

k j`x j,``1 pmod bq.

and inherits the same embedded structure as for the digital
nets,

PK
0 “ Nd

0 Ą ¨¨ ¨ ĄPK
8 “ t0u. (9)

As shown in [3, Sec. 3], the group structure of the digital
nets guarantees the property below affecting any Walsh basis
ϕkpxq “ e2π

?
´1xk,xy{b,

1
bm

ÿ

xPPm

ϕkpxq “

#

1, k PPK
m ,

0, k RPK
m .

(10)

Therefore, considering the Walsh decomposition for any f P
L2pr0,1sdq:

f pxq “
ÿ

kPNd
0

f̂kϕkpxq,

and,

Ip f q “
ż

r0,1sd
f pxqdx,
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property (10) leads to∣∣∣∣∣Ip f q´
1

bm

ÿ

xPPm

f pxq

∣∣∣∣∣“
∣∣∣∣∣∣ f̂0´

1
bm

ÿ

xPPm

ÿ

kPNd
0

f̂kϕkpxq

∣∣∣∣∣∣ ,
“

∣∣∣∣∣∣
ÿ

kPPK
m zt0u

f̂k

∣∣∣∣∣∣
ď

ÿ

kPPK
m zt0u

∣∣ f̂k
∣∣ . (11)

Based on the size of
∣∣ f̂k

∣∣ and the structure of the dual nets
(9), in [3, Sec. 4.1] we proposed an ordering of the wave-
numbers kp¨q : N0 Ñ Nd

0 . This ordering will be helpful to
address the summation in (11). To simplify notation, f̂κ “

f̂kpκq. This mapping leads to the following error bound,∣∣∣∣∣Ip f q´
1

bm

ÿ

xPPm

f pxq

∣∣∣∣∣ď 8
ÿ

λ“1

∣∣ f̂λbm
∣∣ . (12)

However, because the knowledge of the Walsh coefficients
f̂κ is not assumed, we will estimate them using the fast trans-
form obtained with the precomputed function values, and re-
fer to them as rfm,κ . Note that for function values evaluated at
Pm, one only generates bm discrete Walsh coefficients rfm,κ .

For `,m P N0 and `ď m we introduce the following no-
tation,

Smp f q “
bm´1
ÿ

κ“tbm´1u

∣∣ f̂κ

∣∣ , pS`,mp f q “
b`´1
ÿ

κ“tb`´1u

8
ÿ

λ“1

∣∣ f̂κ`λbm
∣∣ ,

qSmp f q “ pS0,mp f q` ¨ ¨ ¨` pSm,mp f q “
8
ÿ

κ“bm

∣∣ f̂κ

∣∣ ,
rS`,mp f q “

b`´1
ÿ

κ“tb`´1u

∣∣∣rfm,κ

∣∣∣ .
Finally, we define the set of functions C ,

C :“ t f PL2pr0,1sdq : pS`,mp f q ď pωpm´`qqSmp f q, `ďm,

qSmp f q ď ω̊pm´ `qS`p f q, `˚ ď `ď mu. (13)

for `˚ PN, pω and ω̊ two non-negative valued functions with
limmÑ8 ω̊pmq “ 0 and such that pωprqω̊prq ă 1 for some
r P N.

Hence, in [3, Sec. 4.2] it is proved that for any f P C ,∣∣∣∣∣Ip f q´
1

bm

ÿ

xPPm

f pxq

∣∣∣∣∣ď rS`,mp f qpωpmqω̊pm´ `q

1´ pωpm´ `qω̊pm´ `q
“ εIp f q,(14)

where one may increase m until the error bound εIp f q is small
enough.

Details concerning the algorithm, the mapping of the
wavenumber space, or the meaning and properties of C , are
provided in [3].

For our problem, only Sobol’ sequences [12] have been
considered. These are digital sequences defined in base b“
2. Their major interest comes from their fast and easy imple-
mentation as well as their relatively slow growing size rate.
Further details concerning Sobol’ sequences can be found in
[6,9].

3.2 Extension to Sobol’ indices

The idea here is to extend the definition of the error bound
(14) to Sobol’ indices. To do so, we consider the two integral
formulas of the first-order and total effect Sobol’ indices:

SupIq “

ş

r0,1q2d´1 p f pxq´ f pxu : x1´uqq f px1qdxdx1´u
ş

r0,1qd f pxq2dx´
´

ş

r0,1qd f pxqdx
¯2 ,

SupIq “
I1

I3´pI4q2
,

SupIq “
1
2

ş

r0,1qd`1p f px1q´ f pxu : x1´uqq
2dxudx1

ş

r0,1qd f pxq2dx´
´

ş

r0,1qd f pxqdx
¯2 ,

SupIq “
I2

I3´pI4q2
,

where I “ pI1, I2, I3, I4q is a vector of integral values. SupIq
and SupIq are defined as functions over vector I. If we esti-
mate I by pI with vector of error bounds εI “ pεI1 ,εI2 ,εI3 ,
εI4q according to 3.1, we know that I P BεIp

pIq “ rpI´ εI,pI`
εIs.

Then, alternatively to the common Sobol’ indices esti-
mators (8), we can define the following two estimators with
their respective error bounds:

pSu “
1
2

˜

min
´

max
IPBεI p

pIq
SupIq,1

¯

`max
´

min
IPBεI p

pIq
SupIq,0

¯

¸

εSu “
1
2

˜

min
´

max
IPBεI p

pIq
SupIq,1

¯

´max
´

min
IPBεI p

pIq
SupIq,0

¯

¸

(15)

and,

pSu “
1
2

˜

min
´

max
IPBεI p

pIq
SupIq,1

¯

`max
´

min
IPBεI p

pIq
SupIq,0

¯

¸

εSu
“

1
2

˜

min
´

max
IPBεI p

pIq
SupIq,1

¯

´max
´

min
IPBεI p

pIq
SupIq,0

¯

¸

(16)

Because numerator and denominator are known to be posi-
tive, maximizing SupIq (resp. SupIq) is done through maxi-
mizing the numerator I1 (resp. I2) and minimizing the de-
nominator I3 ´ I2

4 . Analogously, to minimize SupIq (resp.
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SupIq) one minimizes the numerator I1 (resp. I2) and max-
imizes the denominator I3´ I2

4 .
Under the assumption that each integrand of I is in C ,

these new estimators satisfy:

Su P

”

pSu´ εSu ,
pSu` εSu

ı

, Su P

”

pSu´ εSu
,pSu` εSu

ı

.

For the rest of the paper, we will consider pSu and pSu as de-
fined in formulas (15) and (16).

4 Sequential estimation procedure

The sequential estimation procedure we propose combines
the error bounds εSu and εSu

presented in the previous sec-
tion with either one of the two estimation strategies of sec-
tion 2.2: Saltelli’s strategy and the replication procedure.

We start by detailing our procedure in the form of an al-
gorithm. Then, we discuss a possible improvement by con-
sidering a new estimator recently introduced in [10] for the
estimation of first-order indices.

4.1 Sequential algorithm and its cost

Algorithm 1 summarizes the main steps of our sequential
procedure. First, one must fix the tolerance ε ą 0 for the
Sobol’ estimates. Then, we set m “ m0 and construct the
two designs Pm “ txiu

2m´1
i“0 and P 1

m “ tx1iu
2m´1
i“0 accord-

ingly to the multiplicative approach detailed in [2]. Step 5
corresponds to the recursive scheme of this approach. The
choice of m0 must be large enough to ensure that each inte-
grand of I (Section 3.2) is in C (see (13)).

With this construction, Pm and P 1
m correspond to the

first 2m points of two independent Sobol’ sequences. Fur-
thermore, they possess the structure of two replicated de-
signs of order 1 (Definition 1).

Pm and P 1
m can be used with Saltelli’s strategy to es-

timate all first-order indices and total effect Sobol’ indices.
This option is referred as Variant A in Algorithm 1.

Alternatively, Pm and P 1
m can be used with the replica-

tion procedure to estimate all first-order Sobol’ indices. This
option is referred as Variant B in Algorithm 1.

In both cases we test if the respective error bounds εSu

and εSu
are lower than the tolerance ε . For Variant A the

stopping criterion writes: @u P D ,εSu ď ε and εSu
ď ε , for

Variant B it writes: @u PD ,εSu ď ε.

If the stopping criterion is satisfied, the algorithm stops
and Sobol’ estimates are returned. Otherwise, m is incre-
mented by one to perform a new estimation.

The cost of our algorithm varies whether Variant A or
Variant B is selected. To discuss this cost we note by m‹

Algorithm 1 Sequential estimation of Sobol’ indices

1: choose ε ą 0
2: set: mÐ m0
3: bool Ð f alse
4: while !bool do
5: Pm ÐPm´1YBm

P 1
m ÐP 1

m´1YB1m
6: for u“ 1, . . . ,d do
7: if Variant A then
8: estimate pSu and pSu with formulas (15) and (16) and

Saltelli’s strategy
9: boolu Ð εSu ď ε & εSu

ď ε

10: end if
11: if Variant B then
12: estimate pSu with formula (15) and the replication pro-

cedure
13: boolu Ð εSu ď ε

14: end if
15: end for
16: bool Ð@u : boolu
17: mÐ m`1
18: end while
19: return the Sobol’ estimates.

the ending iteration. If Variant A is selected, the cost of our
algorithm writes:
ÿ

uPD

2mu `2ˆ2m‹ , m‹ “max
uPD

mu,

where:

‚ 2mu is the number of evaluations f pxi,u : x1i,´uq used to
estimate both the first-order index Su and the total effect
index Su,

‚ 2ˆ 2m‹ is the number of evaluations f pxiq and f px1iq
used in the estimation of each first-order and total effect
indices.

If all mu are equal, the cost of Variant A becomes 2m‹pd`2q
and we recover the cost specified in Theorem 1 with n“ 2m‹ .

If Variant B is selected the cost of our algorithm equals
2ˆ 2m‹ . This cost corresponds to the one of the replication
procedure introduced in Section 2.2, where 2n “ 2ˆ 2m‹

independent of d.

4.2 Improvement

We focus on the use of a new estimator to evaluate small
first-order Sobol’ indices in Variant A. This estimator has re-
cently been introduced by Owen in [10] and is called “Cor-
relation 2”. Owen discussed and highlighted the efficiency
of “Correlation 2” when estimating small first-order indices.
Our aim is to show that using “Correlation 2” in Variant A
may reduce the total number of model evaluations. Its for-
mula writes as follows:

pτ2
u “

1
n

n´1
ÿ

i“0

p f pxiq´ f pzi,u : xi,´uqqp f pxi,u : x1i,´uq´ f px1iqq,
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where pxi,x1i,ziq
iid
„ r0,1q3d . It uses an extra set of n model

evaluations to estimate τ2
u.

We discuss below the potential improvement brought by
using “Correlation 2” in Variant A. The idea is to replace
the current estimator (5) by “Correlation 2” for each small
first-order indices.

Assume that the number of small first-order indices is
known and equals γ . We denote by u1, . . . ,uγ the indices
of the corresponding inputs and Γ “ t1, . . . ,γu. The cost of
Variant A including “Correlation 2” writes:
ÿ

jPΓ

2m2u j `
ÿ

jPΓ

2m1u j `
ÿ

jPDzΓ

2mu j `2ˆ2m‹ , (17)

where:

‚ for j P Γ , 2m2u j is the number of evaluations
f
`

zi,u j : xi,´u j

˘

to estimate Su j
,

‚ for j P Γ , 2m1u j is the number of evaluations
f
`

xi,u j : x1i,´u j

˘

to estimate both Su j
and Su j ,

‚ likewise, for j PDzΓ , 2mu j is the number of evaluations
f
`

xi,u j : x1i,´u j

˘

to estimate both Su j
and Su j ,

‚ 2ˆ 2m‹ is the number of evaluations f pxiq and f px1iq
used in the estimation of each first-order and total effect
index.

Recall that the cost of Variant A without “Correlation 2”
writes:
ÿ

jPΓ

2mu j `
ÿ

jPDzΓ

2mu j `2ˆ2m‹ . (18)

The difference (17) ´ (18) equals:
ÿ

jPΓ

2mu j
´

2m2u j
´mu j `2m1u j

´mu j ´1
¯

“
ÿ

jPΓ

c j. (19)

Hence, the sign of this difference indicates whether or not
using “Correlation 2” brings an improvement to Variant A.
We distinguish two cases :

1) for j P Γ , the total effect index Su j requires as much or
more evaluations than the first-order index Su j

. Since the
total effect estimator is the same, as a consequence we
have m1u j

“ mu j and c j ą 0.
2) for j P Γ , the total effect index Su j requires less evalua-

tions than the first-order index Su j
. In this case, if both

m2u j
ă mu j and m1u j

ă mu j then c j ď 0.

Overall we expect to observe case 2q more often than case
1q. Indeed, the numerator of Su requires to estimate 2d´ 1
dimensional integrals against only d` 1 dimensional inte-
grals for the numerator of Su. Hence, it seems reasonable to
expect that it will take less points to estimate Su than Su.

Furthermore, in case 2q, we expect the two conditions
m2u j

ă mu j and m1u j
ă mu j to always hold as “Correlation

2” is shown in [10] to perform better for small first-order

indices. To support this discussion, illustrations of the use
of “Correlation 2” are presented in Section 5.

In practice, one does not know which are the small Sobol’
indices (u1, . . . ,uγq. To overcome this issue, we propose the
following alternative for Variant A. If at the end of the first
iteration, the estimate pSu, u P D , is smaller than a threshold
(here 0.1), then at the next iteration estimator (5) is switched
for “Correlation 2” and a third Sobol’ sequence P2

m “

tziu
2m´1
i“0 is constructed to obtain the corresponding evalu-

ations f pzi,u : xi,´uq.

5 Applications

5.1 Real case model

5.2 Classical test functions
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