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Abstract

Microwave multiplexers are multi-port structures composed of several two-port filters connected to a common junction. This paper
addresses the de-embedding problem, in which the goal is to determine the filtering components given the measured scattering parameters
of the overall multiplexer at several frequencies. Due to structural properties, the transmission zeros of the filters play a crucial role
in this problem, and, consequently, in our approach. We propose a system identification algorithm for deriving a rational model of the
filters’ scattering matrix. The approach is based on rational interpolation with derivative constraints, with the interpolation conditions
being located precisely at the filters’ transmission zeros.
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1 Introduction and motivation

Microwave multiplexers are present in nearly every trans-
mission or reception unit of communication systems. They
are composed of two-port filter structures (Fig. 1) connected
to a common support, referred to as a junction (Fig. 3).
Consequently, the multiplexer is a multi-port system with a
large number of inputs and outputs. The practical realiza-
tion of such devices is difficult because the computer simu-
lated characteristics of the multiplexer, previously obtained
from the design specifications, cannot be manufactured ex-
actly. Therefore, filters are equipped with screws which can
be tuned in the final realization phase to match the desired
specifications. Tuning is a time consuming operation for mi-
crowave engineers in terms of person-hours, so algorithms
aimed at solving this problem would offer great benefits.
While tuning a multiplexer, it is often not possible to detach
the filters because the multiplexer has been manufactured
in one piece, or because the repeated plugging and unplug-
ging may lead to defects. As a result, developing tuning
techniques for multiplexers which rely solely on external
measurements, in particular on frequency domain scattering
measurements, is an important research problem.
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We refer to the problem of determining a rational description
of the filters composing a multiplexer as the de-embedding
problem and its statement is the following: Given multiport
scattering measurements of the multi-port multiplexer struc-
ture for several frequencies, we wish to derive the scattering
matrix of each reciprocal filter composing the structure.

Methods currently available for de-embedding rely on neu-
ral networks [22] or on the minimization of a tuning crite-
rion [29]. However, these gradient algorithms might suffer
from the issue of reaching a local minimum of their tuning
criterion rather than the desired global one. Moreover, these
optimization-based techniques give no real insight into the
internal physical state of the multiplexer.

Our approach is based on a two-step procedure. First, a ratio-
nal continuous-time stable model is built from the measured
multiplexer’s scattering parameters using the reader’s pre-
ferred frequency domain system identification method for
MIMO systems (a general method as [19] or a more dedi-
cated one [23]). Structural properties make filters’ transmis-
sion zeros play a key role in the algorithm: the values of the
filters’ reflection coefficients and a number of their deriva-
tives evaluated at the (finite or infinite) transmission zeros
can be decrypted from those of the multiplexer. This leads to
a multipoint rational interpolation problem with derivative
constraints, where the interpolation conditions are located
at the filters’ transmission zeros. Hence, the second step of

Preprint submitted to Automatica 16 August 2016



the proposed strategy yields a rational representation of the
scattering parameter matrices of the filters by solving this
interpolation problem for each filter successively. Due to the
inherent indetermination, filters are recovered up to a con-
stant matrix (as shown in Sect. 5.4), which, in practice, cor-
responds to the resonator closest to the junction (see [27]).

Previous publications on this topic [20,26,27] address the
same problem in a similar way, by regarding de-embedding
as an interpolation problem, but develop different tech-
niques. [20] presents a method based on a recursive Schur
algorithm for the ideal case where filters are assumed loss-
less and measurements are exact. Subsequent papers [26,27]
propose an alternative solution to the same Padé rational in-
terpolation problem by determining the coefficients of two
pairs of polynomials from an overdetermined linear system.
The obtained polynomials yielded the rational scattering
matrices of each filter and the approach was validated on
real world examples (e.g., a manifold diplexer manufactured
in one piece). In the present paper, instead, we propose a
linear fractional representation of the solutions to the asso-
ciated interpolation problem. This provides insight into the
theoretic foundations of the method, a unified framework to
compare the ideal and practical cases and last, but not least,
allows for easy state-space computations.

The paper is organized as follows. Section 2 describes gen-
eral concepts related to the problem we address. Section 3
shows that, due to structural properties, the de-embedding
problem can be regarded as an interpolation problem with
derivative constraints at the filters’ transmission zeros. We
show how to determine the transmission zeros and the in-
terpolation values in Sect. 4, while Sect. 5 provides all so-
lutions to this rational interpolation problem. Sect. 6 shows
that the proposed algorithm applied to exact data obtained
from lossless devices translates to Nevanlinna-Pick interpo-
lation. Lastly, Sect. 7 validates the method on several nu-
merical examples.

2 Background

This section starts by introducing notation. Lowercase bold-
face letters (e.g., v) denote column vectors, uppercase bold-
face letters (e.g., A) denote matrices, while non-boldface let-
ters denote scalar quantities. If M is a complex matrix, MT

is its transpose and M∗ is its complex conjugate transpose;
A ≥ B (resp. A > B) means that the matrix A−B is posi-
tive semidefinite (resp. definite). If F(s) is a matrix valued
function, then F∗(s) = F(−s̄)∗ is the para-Hermitian conju-
gate of F(s), where s̄ denotes the complex conjugate of s.
Last, i denotes the unit imaginary number i =

√
−1 and C+

denotes the open right-half of the complex plane.

2.1 What is a filter?

The term ”filter” refers to a 2-port microwave device with a
prescribed linear time invariant (LTI) response (Fig. 1 and
2). Scattering parameters (S-parameters) relate the power

Fig. 1. A microwave filter

a′
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b

Fig. 2. Filtering device with incoming and outgoing power waves

of outgoing (reflected) waves to incoming (incident) waves.
For a 2-port network (as in Fig. 2), we have that[

a(iω)

b′(iω)

]
= S(iω)

[
b(iω)

a′(iω)

]
, (1)

where ω = 2π f , with f being the excitation frequency, a′, b,
the incident waves and a, b′, the reflected waves. Our nota-
tion differs from the standard of using a, a′ for incoming and
b, b′ for outgoing waves. When connecting filters to a com-
mon junction and regarding the network as a multiplexer,
the waves at the common ports are incoming for the junc-
tion (hence they could be denoted by a) and outgoing for the
filter (hence denoted by b). To avoid double notations and
keep the notation simple, we define the waves as in Fig. 2.

The scattering matrix is a proper rational matrix function
and, for reciprocal filters, it is symmetric [3, Th. 2.8.1]:

S(s) =
1

q(s)

[
p1(s) t(s)

t(s) p2(s)

]
, (2)

where p1(s), p2(s), q(s) and t(s) are polynomials. The order
n (or McMillan degree) of the filter is given by the degree of
q(s), provided that the condition q divides p1 p2− t2 is sat-
isfied [3]. The roots of t(s) are referred to as the finite trans-
mission zeros of the filter. There are n transmission zeros,
with the difference between n and the degree of t(s) yield-
ing the number of transmission zeros at infinity. In practice,
at least one transmission zero at infinity is assumed, so that
t(s) is of degree smaller or equal to n−1.

Transfer scattering or chain parameters (T-parameters) re-
late waves at one port to waves at the opposite port:[

b′

a′

]
= T

[
b

a

]
. (3)

T-parameters cannot be measured directly, unlike S-
parameters, but they can be easily obtained from S-
parameters (see Prop. 2.1). However, the representation in
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terms of T-parameters is especially useful when cascading
devices, as the T-parameters of the interconnection are ob-
tained by multiplying the T-parameters of the components.

Proposition 2.1 The filter’s scattering and transfer scatter-
ing matrices defined by (1) and (3) are related by:

T(s) =

 S21(s)− S11(s)S22(s)
S12(s)

S22(s)
S12(s)

− S11(s)
S12(s)

1
S12(s)

 , (4)

which is known as the Ginzburg transform. T(s) is defined
when S12(s) is non-zero. The filter is reciprocal if and only
if det(T(s)) = 1.

2.2 Description of a multiplexer

We consider a multiplexer composed of an N+1-port junc-
tion and N filtering devices (Fig. 3 and 4).

Fig. 3. A microwave multiplexer
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Fig. 4. Multiplexer

Let the waves ak, bk, a′k and b′k, k = 1, . . . ,N be defined as

in Fig. 4. We introduce vectors

a =
[
a0 a1 . . . aN

]T
, b =

[
b0 b1 . . . bN

]T
,

a′ =
[
a′0 a′1 . . . a′N

]T
, b′ =

[
b′0 b′1 . . . b′N

]T
,

so that
b = Σ̃ΣΣ a, (5)

b′ =ΣΣΣ a′, (6)

where Σ̃ΣΣ and ΣΣΣ denote the scattering matrices of the junction
and of the multiplexer, respectively. The junction is assumed
reciprocal. The scattering matrix Sk(s) and the transfer scat-
tering matrix Tk(s) of filter number k, for k = 1, . . . ,N, are[

ak

b′k

]
= Sk

[
bk

a′k

]
,

[
b′k
a′k

]
= Tk

[
bk

ak

]
. (7)

This paper deals with (LTI, finite dimensional) passive net-
works, namely networks that do not generate energy. This
translates to their rational scattering matrix ΣΣΣ(s) being Schur
(or bounded real if it satisfies ΣΣΣ(s) =ΣΣΣ(s̄)) [17, chap. 2]:

(1) ΣΣΣ(s) is analytic for s ∈ C+,
(2) ΣΣΣ(s)∗ΣΣΣ(s)≤ I for s ∈ C+.

The second condition ensures that the system is stable (in
the vicinity of a pole, a rational function cannot be bounded)
and ΣΣΣ(s) is also contractive on the imaginary axis [3, Th.
2.6.2]. Note that we allow for complex rational scattering
matrices as they arise in the representation of narrow-band
microwave devices using low-pass prototypes [25].

2.3 Linear fractional representations

Linear fractional transformations (LFT) are useful when de-
scribing interconnections between networks.

Let ΘΘΘ(s) be a 2p×2p rational matrix function partitioned as

ΘΘΘ(s) =

ΘΘΘ11(s) ΘΘΘ12(s)

ΘΘΘ21(s) ΘΘΘ22(s)

 (8)

with blocks of size p× p. The linear fractional transforma-
tion TΘΘΘ associated to ΘΘΘ(s) takes any p× p matrix function
G(s), for which ΘΘΘ21G+ΘΘΘ22 is invertible, to the p× p matrix

TΘΘΘ(G) = (ΘΘΘ11G+ΘΘΘ12)(ΘΘΘ21G+ΘΘΘ22)
−1. (9)

Linear fractional transformations satisfy the following prop-
erties: T −1

ΘΘΘ
(G) = T

ΘΘΘ−1(G) and TΘΘΘ(TΦΦΦ(G)) = TΘΘΘΦΦΦ(G),
where ΘΘΘΦΦΦ denotes the product of the two matrix functions,
with the composition of mappings TΘΘΘ ◦TΦΦΦ agreeing with
TΘΘΘΦΦΦ on their joint domain of definition.
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Remark 2.1 [24, Th. 4] If the LFT ΘΘΘ(s) satisfies

ΘΘΘ(s)−1 =

[
0 I

−I 0

]
ΘΘΘ(s)T

[
0 −I

I 0

]
, (10)

then F = TΘΘΘ(G) is symmetric if G is symmetric.

The Ginzburg transform relating scattering and transfer scat-
tering matrix representations of a filter can be expressed in
terms of a linear fractional transformation (see [11,18]):

T(s) = TU(S(s)) with U =


0 1

0 0

0 0

0 1

0 0

1 0

1 0

0 0

 . (11)

Moreover, S(s) is Schur (passive filter) if and only if T(s)
is J-contractive [11, Th.1.1]:

T(s)∗ JT(s)≤ J, s ∈ C+, J = diag(1,−1). (12)

Remark 2.2 Note that S22(s) =TT(s)(0). This corresponds
to eliminating the reflected wave at the terminated port, thus
closing this port on a matched termination.

Proposition 2.2 [18, Sect. 4.6] The multiplexer’s scattering
matrix ΣΣΣ(s) can be computed as a linear fractional trans-
formation of the junction’s scattering matrix Σ̃ΣΣ

ΣΣΣ = TT(Σ̃ΣΣ) = (T11Σ̃ΣΣ+T12)(T21Σ̃ΣΣ+T22)
−1
, (13)

or alternatively as [2, Sect. 4]

ΣΣΣ = S22 +S21Σ̃ΣΣ(IN+1−S11Σ̃ΣΣ)
−1

S12, (14)

where S11, S12, S21, S22 and T11, T12, T21, T22 are defined
as the following diagonal matrices

Sii = diag
[

0 S1,ii S2,ii . . . SN,ii

]
, i = 1,2, (15)

Si j = diag
[

1 S1,i j S2,i j . . . SN,i j

]
, i 6= j, i, j = 1,2, (16)

Tii = diag
[

1 T1,ii T2,ii . . . TN,ii

]
, i = 1,2, (17)

Ti j = diag
[

0 T1,i j T2,i j . . . TN,i j

]
, i 6= j, i, j = 1,2. (18)

Note that the junction and the filters being passive, the in-
verse in (14) exists for s ∈ C+ [11, Chap.3].

3 Stating de-embedding as an interpolation problem

The de-embedding problem can be formulated as follows:

Given Ns frequency domain measurements of the multiport S-
parameter matrix of a multiplexer, where ΣΣΣi ∈C(N+1)×(N+1)

are the measurements provided at excitation frequency fi, for
i = 1, . . . ,Ns, find a rational model for each of the N passive
reciprocal filters of known order composing the multiplexer.
We assume no knowledge of the junction Σ̃ΣΣ, except that it is
passive and reciprocal.

We shall see that, due to structural properties, in particular
(14), de-embedding can be regarded as a rational interpo-
lation problem with interpolation conditions located at the
transmission zeros of the filters. We first give the intuition
behind this fact before formalizing it in Prop. 3.1.

Regarding the multiplexer as filter k terminated by a load
composed of the junction and the rest of the filters (Fig.
5), the load is not visible at frequency σ coinciding with
a transmission zero of the filter, as the incoming waves are
reflected back to their respective output ports.

Sk

a′k

b′k

ak

bk

L = Σ̃ΣΣ
⋃

i6=k
Si

Fig. 5. Everything cascaded after the filter is not visible at the
transmission zero

From Fig. 5, we conclude that

b′k(σ) = Σk+1,k+1(σ)a′k(σ), (19)

where Σk+1,k+1 is the k + 1 diagonal entry of the multi-
plexer’s scattering matrix. On the other hand, rewriting (7) at
σ using that Sk,12(σ) = 0, leads to b′k(σ) = Sk,22(σ)a′k(σ).
This, together with (19), yields

Sk,22(σ) = Σk+1,k+1(σ). (20)

For a transmission zero σ with multiplicity 1, interpolation
occurs for the value, as in (20), but also for the first deriva-
tive. In general, for σ with multiplicity m, interpolation holds
for the first 2m−1 derivatives of S22 evaluated at σ . Zeros
with higher multiplicity typically occur at infinity.

Proposition 3.1 Let σ be a (possibly infinite, in which case
evaluations in (21) are replaced by limits going to infinity)
transmission zero of multiplicity m for filter number k, k ∈
{1, . . . ,N}. We assume that I−S11(σ)Σ̃ΣΣ(σ) is non singular.
The following interpolation conditions hold:

ΣΣΣ(h)(σ)ek+1=S(h)k,22(σ)ek+1, h = 0, . . . ,m−1,

eT
k+1ΣΣΣ(h)(σ)=eT

k+1S(h)k,22(σ), h = 0, . . . ,m−1,

Σ
(h)
k+1,k+1(σ)=S(h)k,22(σ), h = m, . . . ,2m−1,

(21)

with (·)(h) denoting the derivative of order h and ek+1, the
k+1 unit vector.
Conversely, if interpolation conditions in (21) hold at some
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point σ , then σ is a transmission zero of filter k, unless σ is
a zero of the junction or a common zero to all other filters.

Proof. See Appendix A.

Remark 3.1 This result assumes that the inverse of I−
S11(σ)Σ̃ΣΣ(σ) exists. This condition is not always satisfied,
as a transmission zero can be hidden in the connection (by
simplification with a pole). The proof of Proposition 3.1 is
purely algebraic and only makes use of the reciprocity of
the filters, without requiring their passivity. However, if we
assume passivity and also that the submatrix of Σ̃ΣΣ(s) built
from the last N rows and columns is strictly contractive,
then, for any transmission zero σ in the closed right half-
plane, IN+1−S11(σ)Σ̃ΣΣ(σ) is invertible [2].

Our paper relies on the interpolation conditions in (21) to
identify the unknown filters. They relate information about
the (2,2) entry of the filter’s S-parameters to quantities not
readily available, but easily computable. The left-hand side
can be determined from a continuous-time MIMO stable ra-
tional model ΣΣΣ(s) built from the given measurements of the
multiplexer. First, we find the transmission zeros of each fil-
ter k as the common zeros of the non-diagonal entries of col-
umn and row k+1 of ΣΣΣ(s). Therefore, previous knowledge
on the location of the transmission zeros is not required.
Second, (21) shows that de-embedding is essentially a ratio-
nal interpolation problem for Sk,22(s). Denoting Sk,22(s) by
F(s), it satisfies the following interpolation problem.

Problem 3.1 Consider nd distinct finite interpolation points
σ1, . . . ,σnd with multiplicities m1, . . . ,mnd , respectively, such
that m1+ . . .+mnd = n f , together with the corresponding in-
terpolation values v1,0, . . .v1,2m1−1, . . . ,vnd ,0, . . . ,vnd ,2mnd−1.
In the double index notation, the first is the index of the
transmission zero σ , while the second refers to the order of
the derivative evaluated at that particular σ . Consider also
the interpolation values at infinity: v0,0, . . . ,v0,2n∞−1, with
n∞ = n−n f . All values vi, j are finite.
Determine the rational function F(s) of degree n such that
it satisfies the following 2n interpolation conditions:

F(s)( j)(σi) = vi, j, ∀i = 1, . . . ,nd and ∀ j = 0, . . . ,2mi−1,

lim
s→∞

F(s)( j)(s) = v0, j, ∀ j = 0, . . . ,2n∞−1. (22)

The interpolation values mentioned above are found by eval-
uating the k+1 diagonal entry of the continuous-time MIMO
model ΣΣΣ(s), together with 2m− 1 derivatives, at the trans-
mission zeros of each filter. The rational interpolation prob-
lem stated above is a Padé multipoint problem [10]. A ra-
tional function of degree n is determined by 2n+ 1 coeffi-
cients, while Problem 3.1 only defines 2n conditions, hence
it provides a solution to the de-embedding problem up to an
inherent slight indetermination, as shown in Sect. 5.4.

The proposed de-embedding approach is summarized in the
following steps:

(1) Compute a stable rational model of the S-parameter
matrix of the multiplexer from the given measurements.

(2) For each filter
(a) Find all transmission zeros and their multiplicity

(Sect. 4.1).
(b) Compute the interpolation values (Sect. 4.2).
(c) Solve the interpolation problem to obtain a rational

representation of the S-matrix (Sect. 5).

4 Determining the constraints in the rational interpo-
lation problem

The proposed approach solves the rational interpolation
Problem 3.1 for the S22 entry of each filter k, k = 1, . . . ,N.
The transmission zeros σ and the values v are not readily
available, but can be obtained by following Proposition 3.1.

4.1 Determining the transmission zeros

We emphasize that the filters’ transmission zeros are not
given, rather they are computed. For each filter k, (21) shows
that any finite transmission zero σ is the common zero of
all non-diagonal entries of the (k+1)st row and column of
ΣΣΣ(s). After adding the multiplicities of all finite transmission
zeros, the multiplicity of the infinite zero is computed as
n∞ = n− n f , where n is the filter’s order (a-priori known)
and n f is the number of finite transmission zeros.

4.2 Determining the interpolation values

S-parameters accept a state-space representation [3]: the
(k+ 1)st diagonal entry of the S-matrix ΣΣΣ(s) of the multi-
plexer can be written as Σ(s)k+1,k+1=cT(sI−A)−1b+d. For
simplicity, Σ(s)k+1,k+1 is denoted by G(s) in the following.

As most practical filters have at least one infinite transmis-
sion zero, the variable change s 7→ 1

s moves all interpolation
points to finite locations. For finite transmission zeros, the
interpolation points are now σ̃i =

1
σi

, i = 1, . . . ,nd , while the
infinite one is σ̃0 = 0. If a filter were to have transmission
zeros at 0, the problem could be solved in two stages: first,
for transmission zeros at finite locations, and afterwards, for
the transmission zero at infinity (by the change of variable).

Interpolation values after the change of variable are found as
follows. The state-space representation is G̃(s) =G( 1

s ), with

G̃(s) = c̃T
(

sI− Ã
)−1

b̃+ d̃, where Ã = A−1, b̃ = A−1b,

c̃T =−cT A−1 and d̃ = d−cT A−1b. The system G̃(s) is also
proper, passive (thus stable) and of the same order as G(s).
The map s 7→ 1

s is simply the low pass to high pass trans-
formation. The interpolation values are found by evaluating
G̃(s) and its first 2mi−1 derivatives at σ̃i:

ṽi, j =
1
j!

G̃( j)(σ̃i) = (−1) j c̃T
(

σ̃iI− Ã
)−( j+1)

b̃,

is the jth Taylor coefficient, where j! is the factorial.
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5 Solving the rational interpolation problem

This section constitutes the core of the proposed de-
embedding approach. After the change of variable s 7→ 1

s ,
the following problem is solved instead of Problem 3.1:

Problem 5.1 Given finite σ̃i, for i = 0, . . . ,nd , with multi-
plicities mi satisfying ∑

nd
i=0 mi = n, find all rational proper

functions H(s) of order n such that

H( j)(σ̃i)

j!
= ṽi, j, ∀i = 0, . . . ,nd and ∀ j = 0, . . . ,2mi−1.

All values ṽi, j are finite. The quantity H(s) stands for the
unknown Sk,22(

1
s ).

The set of conditions in Problem 5.1 can be rewritten in con-
tour integral form (see [6, Chap.16]). For a suitable choice
of n× n matrices M (the spectrum of M being λ (M) =
{σ̃0, σ̃1, . . . , σ̃nd}) and L, together with vectors u and v, the
interpolation conditions take the form

1
2πi

∫
Γ

(sI−M)−1uH(s)ds = v, (23)

1
2πi

∫
Γ

(sI−M)−1uH(s)uT (sI−MT )−1ds = L, (24)

where Γ is any suitable contour such that all σ̃i’s are inside
Γ and all poles of H(s) are outside Γ. The matrix L can be
viewed as a coupling matrix between left and right interpo-
lation conditions.

In the following subsections, M, u, v and L are given for the
case of all transmission zeros having single multiplicity, as
well as for two transmission zeros with multiplicities m1 and
m2. The general case can be extended from these two [1].

5.1 Transmission zeros with single multiplicity

Assuming that σ̃i 6= σ̃ j, for i 6= j, define

M = diag(σ̃1, . . . , σ̃n) ∈ Cn×n,

u =
[

1 . . . 1
]T
∈ Rn×1,

v =
[

ṽ1,0 . . . ṽn,0

]T
∈ Cn×1,

Li j =

 ṽi,1, i = j
ṽi,0−ṽ j,0
σ̃i−σ̃ j

, i 6= j
, i, j = 1, . . . ,n.

5.2 Transmission zeros σ̃1 and σ̃2 with multiplicities m1
and m2, respectively

We define

M = blkdiag(M1,M2) ∈ C(m1+m2)×(m1+m2),

where MT
1 = Jm1(σ̃1) is the Jordan block of size m1 associ-

ated to σ̃1. Similarly for MT
2 = Jm2(σ̃2). We also define

u =

[
u1

u2

]
=
[
1 0 · · · 0︸ ︷︷ ︸

m1−1

1 0 · · · 0︸ ︷︷ ︸
m2−1

]T
∈ R(m1+m2)×1 and

v =

[
v1

v2

]
where v1 =

[
ṽ1,0 ṽ1,1 . . . ṽ1, j ṽ1,m1−1

]T

and v2 is defined similarly. Last, we define the matrix

L=

[
L1 L12

LT
12 L2

]
where L1 =


ṽ1,1 ṽ1,2 . . . ṽ1,m1

ṽ1,2 ṽ1,3 . . . ṽ1,m1+1
...

...
. . .

...

ṽ1,m1 ṽ1,m1+1 . . . ṽ1,2m1−1


is a Hankel matrix and L2 is a similar Hankel matrix con-
taining ṽ2,1 up to ṽ2,2m2−1. The matrix L12 is the unique
solution to the Sylvester equation

L12MT
2 −M1L12 = u1vT

2 −v1uT
2 . (25)

is the so-called Loewner matrix. In the general case of
distinct interpolation points σ̃0, . . . , σ̃n with multiplicities
m0, . . . ,mn, L has Hankel blocks of size mi on the diago-
nal, for i = 0, . . . ,n [4], and blocks of size mi×m j on the
off-diagonal, given by the solutions to (25).

5.3 Defining the generating system ΘΘΘ

The matrix L represents a key tool for studying parametriza-
tion issues for rational interpolation problems. It is known
that Problem 5.1 has a solution of degree n if and only if
L is invertible [4,5]. The following theorem provides this
solution in terms of the linear fractional transformations in-
troduced in Sect. 2.3.

Making use of the quantities introduced in Sect. 5.1 and 5.2,
we define the 2×2 rational matrix function ΘΘΘ(s) as

ΘΘΘ(s) = I+

[
vT

uT

](
sI−MT )−1L−1

[
u −v

]
. (26)

Theorem 5.1 Assume that L is invertible and let δ ∈ C be
a constant such that

Xδ (s) = sL−LMT +(uδ −v)uT (27)

is invertible for s in λ (M). Then H(s) = TΘΘΘ(δ ) is a solu-
tion to the interpolation problem 5.1. Moreover, H(s) is a
proper rational function of degree n and none of its poles
coincide with an interpolation point.
Conversely, let H(s) be a proper rational function of degree
n with no poles coinciding with an interpolation point, sat-
isfying the interpolation problem 5.1. Then L is invertible

6



and H(s) can be represented by a LFT H(s) = TΘΘΘ(δ ), for
some constant δ ∈ C, such that Xδ (s) is invertible at any
interpolation point.

Proof. See Appendix B.

5.4 Linking ΘΘΘ(s) to the de-embedding problem

According to Theorem 5.1, the generating system ΘΘΘ(s) in
(26) describes all solutions to the interpolation problem
5.1. Returning to Problem 3.1, all solutions are given by
the function Fδ (s) = T

ΘΘΘ( 1
s )
(δ ) in terms of the δ param-

eter. This can be interpreted as Fδ (s) being the reflection
parameter observed from the input of a filter with transfer
scattering matrix ΘΘΘ( 1

s ) closed on a constant δ . If δ is re-
garded as the input reflection of a constant reciprocal filter
with transfer parameters Tc closed on a matched termination
TTc(0), then Fδ (s) = T

ΘΘΘ( 1
s )
(TTc(0)). By the composition

property of LFTs, we have that Fδ (s) = T
ΘΘΘ( 1

s )Tc
(0). Defin-

ing T(s) = ΘΘΘ( 1
s )Tc as the cascade of the two, in view of

Remark 2.2, this is the transfer scattering matrix of a filter

• which is reciprocal (symmetric), so det(T(s)) = 1,
• which has transmission zeros given by σi,
• for which S22(s) = Fδ (s) satisfies the interpolation condi-

tions in Problem 3.1,
• which is of degree n.

We have shown that the filter, described by its transfer scat-
tering matrix T(s), is determined by ΘΘΘ( 1

s ), the solution to
the interpolation problem 3.1, up to a constant transfer ma-
trix Tc, or equivalently, up to a constant symmetric matrix
Sc = TU−1(Tc) depending on three free parameters

Sc =

[
α β

β δ

]
.

Let

ΘΘΘ

(
1
s

)
=

[
−q1(s) p2(s)

−p1(s) q2(s)

]
t(s)

,

with p1 p2−q1q2 = t2, be a polynomial representation of the
transfer scattering matrix. This matrix can also be built from
two independent solutions to the Padé rational interpolation
problem 3.1, namely p2

q2
and q1

p1
[1], as was done in [26,27].

Note that p2
q2

is obtained as T
ΘΘΘ( 1

s )
(0) in the parametrization

(9), while q1
p1

is obtained as T
ΘΘΘ( 1

s )
(∞) from (9). The role of

the parameters α,β ,δ is clear when computing the scattering
matrix S(s) associated with ΘΘΘ( 1

s )Tc:

S(s) =

[
(β 2−αδ )p1(s)+αq2(s) β t(s)

β t(s) p2(s)−δq1(s)

]
q2(s)−δ p1(s)

:

β determines the leading coefficient of the transmission
polynomial; δ and α select a new couple of solutions to the
Padé interpolation problem 3.1. This establishes the connec-
tion with Proposition 2.2 in [27].

The result of the proposed procedure is depicted in Fig. 6.
The transfer matrices of filters k = 1,2, . . . ,N are recovered
as the Tk(s) matrix functions. Without knowing the junction,
this de-embedding problem is underdetermined, hence the
filters are recovered up to the factors Tck.

a′1 b′1

T1(s)

a′′1 b′′1

Tc1=?

a1 b1

a′2 b′2

T2(s)

a′′2 b′′2

Tc2=?

a2 b2

. . .

a′N b′N

TN(s)

a′′N b′′N

TcN =?

aN bN

. . .

Junction = ?
a0
b0

Fig. 6. Decomposition of the multiplexer in terms of recoverable
and nonrecoverable quantities

5.5 What about stability and passivity?

Our approach preserves reciprocity for the recovered filters
as this results from the interpolation conditions (Sect. 5.4).
Filters are identified up to the resonator closest to the junc-
tion [27, Proposition 2.3], which cannot be found due to the
inherent indetermination of the problem. All electrical pa-
rameters, except the offset of the last cavity and the output
coupling, are recovered, thus allowing engineers to fine tune
the screws to match the desired specifications. This good
agreement also relies on the quality of the approximation
step to provide reliable interpolation data.

However, our method guarantees neither stability, nor pas-
sivity. On the other hand, we describe all rational solutions
of prescribed degree to our interpolation problem in Th. 5.1
so, if a passive solution does exist, it should be of this form.
Naturally, it would be desirable to have conditions on the
interpolation data which ensure that a passive solution does
exist and to characterize these passive solutions among ra-
tional ones. Unfortunately, this is a hard problem, for which
we do not have an answer yet.

Problem 5.1 can thus be viewed as a Nevanlinna-Pick type
problem with 2n interpolation conditions. While necessary
and sufficient conditions for the existence of a solution
(Pick’s theorem) are known for a long time, the question
of the degree is still relevant. A beautiful theory developed
in [8] shows that all solutions of degree at most 2n can be
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parametrized by spectral zeros. These solutions have generic
degree 2n and the corresponding filter is lossless with n ad-
ditional transmission zeros, the mirror images of the true
ones. However, this is not what we want, as we are inter-
ested in minimum degree interpolants and this degree should
be n. Unfortunately the issue of minimal degree interpolants
is a hard problem, mentioned many times in the literature
[8,13,28]. To the best of our knowledge, this is still an un-
solved problem. For the moment, we are only able to ensure
passivity of the filter in the ideal case of perfect data coming
from a lossless filter, as shown in the following section.

6 Ideal case: lossless data

By ideal case, we refer to the case were filters are perfectly
lossless and data are error-free, while the junction is still
assumed to be passive. This section shows that, when our
procedure is applied on lossless data, rational interpolation
produces a lossless filter (still non-uniquely determined).

6.1 Lossless and lossy passive devices

A lossless or ideal device (be it a filter or a multiplexer)
does not dissipate power, so incident and reflected powers
are equal. This implies that the S-parameter matrix is uni-
tary on the imaginary axis: ΣΣΣ(iω)∗ΣΣΣ(iω) = I, for ω ∈R [9].
A lossy or non ideal device dissipates power, so the inci-
dent power is greater than the reflected power. The property
equivalent to losslessness for T-parameters is J-losslessness
[18]: T(iω)∗JT(iω) = J, for ω ∈ R, and T(s)∗JT(s) < J,
for s ∈ C+, where J = blkdiag(I,−I).

The conditions for lossless (ideal) filters represented as in
(2) translate to the polynomials p1, p2 and t satisfying

p2(s) = p(s), p1(s) = ε p∗(s) and t(s) =−εt∗(s) (28)

for ε ∈C, |ε|= 1. These conditions are known as the Bele-
vitch representation [7] for ideal filters, yielding

p(s)p∗(s)+ t(s)t∗(s) = q(s)q∗(s), (29)

also known as the Feldtkeller equation when restricted to
the imaginary axis:

|p(iω)|2 + |t(iω)|2 = |q(iω)|2. (30)

Remark 6.1 [6,15] If ΘΘΘ(s) is J-lossless, then F(s) =
TΘΘΘ(s)(G(s)) is lossless (resp. Schur) if G(s) is a lossless
(resp. Schur) matrix function.

6.2 Proposed de-embedding approach on noise-free mea-
surements obtained in the ideal case

The ideal case corresponds to a multiplexer composed of
lossless filters cascaded to a passive junction. For noise-free

data, we show that the T-parameters of each filter obtained by
solving the de-embedding problem via the proposed rational
interpolation approach are J-lossless and, consequently, the
filter is lossless.

Proposition 6.1 Assume that data in Problem 5.1 are noise-
free and obtained from a lossless and reciprocal filter with
scattering matrix S(s). Let σ be an interpolation point of
multiplicity m, and denote the corresponding interpolation

values 1
k!

(
p
q

)(k)
(σ) by νk, k = 0, . . . ,2m−1. If σ is not on

the imaginary axis, then σ ′ = −σ is also an interpolation
point with the same multiplicity. Moreover, the interpolation

values 1
k!

(
p
q

)(k)
(σ ′) = µk, k = 0, . . . ,2m−1, satisfy{

ν0µ0 = 1

∑
k
h=0 νk−hµh(−1)k−h = 0, k = 1, . . . ,2m−1.

(31)

If σ is on the axis, then |ν0| = 1 and (31) is satisfied with
µk = νk for k = 1, . . . ,2m−1.

Proof. The transmission polynomial being auto-reciprocal
(t∗(s) =−εt(s)) implies that its zeros are either on the imag-
inary axis or in pairs which are symmetric with respect to the
imaginary axis. Eq. (29) evaluated at s = σ yields ν0µ0 = 1.
The kth derivative of (29) computed via the Leibniz rule is

k

∑
h=0

(
k
h

)((
p
q

)(h)( p∗

q∗

)(k−h)

+

(
t
q

)(h)( t∗

q∗

)(k−h)
)
=0, (32)

for k≥ 1, which gives the second relation in Eq. (31) when
evaluated at s=σ . Transmission zeros on the imaginary axis
satisfy (30) and its higher order derivatives, which immedi-
ately yields that µk = νk, for k = 1, . . . ,2m−1. 2

Proposition 6.2 ΘΘΘ(s) in (26) associated with exact interpo-
lation data obtained from an ideal multiplexer is J-lossless.

Proof. Let σ be an interpolation point with multiplicity m≥
1. We denote by Mσ , uσ and vσ , the blocks of M, u and
v corresponding to σ , and similarly for σ ′. These are vT

σ =[
ν0 ν1 . . . νm−1

]
, vT

σ ′ =
[

µ0 µ1 . . . µm−1

]
, while uT

σ =

uT
σ ′ =

[
1 0 . . . 0

]
.

Eq. (31) can be rewritten in a m×m matrix equation as


ν0 0 . . . 0

ν1 ν0 0 . . . 0

ν2 ν1 ν0 . . . 0
...

...
...

. . .
...

D

︸ ︷︷ ︸
Tσ



µ0 0 . . . 0

µ1 µ0 0 . . . 0

µ2 µ1 µ0 . . . 0
...

...
...

. . .
...

. . . µ2 µ1 µ0


D = I,

where D = diag (1,−1, . . . ,(−1)m−1). This shows that data
at σ and σ ′ are connected by
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Tσ vσ ′ = uσ , Tσ uσ ′ = vσ , Tσ Mσ ′ T−1
σ =−Mσ . (33)

Collecting all Tσ corresponding to σ ∈ C+ according to
their order in M+ into a block diagonal matrix T, we obtain

Tv− = u+, Tu− = v+, TM−T−1 =−M+. (34)

For interpolation points on the imaginary axis, the µi’s and
νi’s coincide. This allows to built the matrix T0 such that

T0 v0 = u0, T0 u0 = v0, T0 M0 T−1
0 =−M0. (35)

We partition matrix M and vectors u and v in Sect. 5.1 and
5.2 according to the location of the interpolation points

M = blkdiag(M+,M0,M−), u =


u+

u0

u−

 , v =


v+
v0

v−

 , (36)

where MT
+, MT

0 , MT
− contain all Jordan blocks associated to

points in the right half-plane (C+), on the imaginary axis,
and in the left half-plane (C−), respectively. Substituting
(36) into (26) and using (34)-(35) yields

ΘΘΘ(s) = I+

vT
+ vT

0 −u∗+
uT
+ uT

0 −v∗+


︸ ︷︷ ︸

CΘΘΘ


sI−


MT

+

MT
0

−M∗+


︸ ︷︷ ︸

AΘΘΘ



−1

L̂
−1


u+ −v+
u0 −v0

−v+ u+


︸ ︷︷ ︸

BΘΘΘ

where L̂ = blkdiag(I,I,−T) L blkdiag(I,I,−T)T is sym-
metric. Multiplying u0 and v0 by −T0 and swapping the
first and last row blocks in BΘΘΘ, we obtain

ΘΘΘ(s) = I+CΘΘΘ (sI−AΘΘΘ)
−1P−1 (−C∗

ΘΘΘ
J), where

P=


−T

−T0

I

L


I

I

−TT

 .
Using (31), it can be checked that P is Hermitian. Moreover,
from LMT −ML= uvT −vuT , it is easily established that

PAΘΘΘ +A∗
ΘΘΘ
P=−C∗

ΘΘΘ
JCΘΘΘ. (37)

According to [6, Th. 6.1.1], ΘΘΘ(s) is J-unitary on the imagi-
nary axis. Moreover, since the data comes from an ideal fil-
ter (of degree n), we know that there exists a solution which
is analytic in the closed right half-plane. Then, by Theorem
21.4.1 in [6], P is positive definite and thus J-lossless. 2

Remark 6.2 In view of [6, Th 21.4.1], ΘΘΘ is the generating
system associated to a generalized boundary Nevanlinna-
Pick interpolation problem. In this problem, only interpola-
tion data occurring at σ ∈ C+⋃{iR} are considered (the

conditions at σ ∈ C− being automatically built in). Note
that, when no interpolation points are on the boundary, we
get the so-called central or maximum entropy solution since
spectral zeros (transmission zeros) coincide with interpola-
tion points (see [8]).

This provides a lossless (and thus stable) solution to the
de-embedding problem: as in section 5.4, the scattering ma-
trix of the filter is obtained by applying the inverse of the
Ginzburg transform defined in Proposition 2.1 to ΘΘΘ(1/s). As
before, the solution is not unique, all lossless solutions be-
ing obtained by multiplication of ΘΘΘ(1/s) with an arbitrary
constant Tc, which must be chosen J-unitary: T∗cJTc = J.

7 Numerical examples

7.1 Recovering an a-priori known filter

The 4th order ideal filter is given by the reflection polynomial

p(s) = s4−3is3−3.3107s2 +1.591is+0.2808

together with the transmission polynomial

t(s) = 0.018is2 +0.027s−0.0047i.

The denominator q(s) is simply found as the stable solution
of (29). There are two finite transmission zeros at 1.3i and
0.2i and one infinite with multiplicity 2. Table 1 lists the
interpolation values ṽ0,0, ṽ1,0, ṽ2,0, ṽ0,1, ṽ1,1, ṽ2,1, ṽ0,2, ṽ0,3.

Tr. zero value 1st deriv. 2nd deriv. 3rd deriv.

ṽi,0 ṽi,1 ṽi,2 ṽi,3

σ0 = ∞ 1 −0.53 0.28−0.79i 1.71+1.25i

σ1 = 1.3i 0.49+0.87i −1.97−3.5i N/A N/A

σ2 = 0.2i 0.49−0.87i −0.05+0.08i N/A N/A

Table 1
Interpolation conditions

Defining the quantities

MT =


1

1.3i
1

0.2i

0 1

0

, u=


1

1

1

0

, v=


0.49+0.87i

0.49−0.87i

1

−0.53

 , (38)

L=


−1.97−3.5i 0.41 −1.13−0.66i 0.86−0.79i

0.41 −0.05+0.08i 0.17−0.1i 0.02+0.14i

−1.13−0.66i 0.17−0.1i −0.53 0.14−0.4i

0.86−0.79i 0.02+0.14i 0.14−0.4i 0.26+0.21i


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and using the ΘΘΘ as in (26) with Laplace variable s replaced
by 1

s , we recover the filter up to the constant J-unitary matrix

Tc =

[
−40.41+44.49i −60.09i

60.09i −40.41−44.49i

]
.

Therefore, the transfer scattering matrix of the filter T(s)
can be expressed as the product ΘΘΘ(1/s)Tc.

7.2 Recovering a-priori known filters from a diplexer with
constant junction

Consider a diplexer with two filters and the constant junction

ΣΣΣ0 =


− 1

3
2
3

2
3

2
3 −

1
3

2
3

2
3

2
3 −

1
3

 .
The first filter is the same filter used in Sect. 7.1, while the
second one is given by the following polynomials

p(s) = s4 +3is3−3.3107s2−1.591is+0.2808,

t(s) = 0.018is2−0.027s−0.0047i,

with transmission zeros located at −1.3i, −.2i and infin-
ity (with multiplicity 2). Due to the special choice of the
polynomials for filter 2, its interpolation values are complex
conjugates of those listed in Table 1, so M, u, v and L are
complex conjugates of those in (38). The unrecoverable J-
unitary constant factor is found to be

Tc =

[
40.41+44.49i −60.09i

60.09i 40.41−44.49i

]
.

7.3 De-embedding filters from a triplexer given by its S-
parameter computed via full-wave simulations

We present a numerical example provided by Thales ob-
tained from a full-wave simulation. For validation purposes,
the filters’ S-parameter are also known.

This set contains S-parameter data of a triplexer for 1000
frequencies linearly distributed between 11.4 and 11.6GHz.
For convenience, frequencies are scaled so that they span the
interval [−1,1]. For step (1) of the algorithm, we identify
an order 16 model for the triplexer which matches the data
with 10−7 accuracy using the approach presented in [19,21].

For filter 1, the transmission zeros are identified as the
common zeros of the 2nd column of the multi-port model
of the triplexer. They are found to be located at −.004−

.559i, −.004− .064i and infinity with multiplicity 2. The fi-
nite transmission zeros, ideally purely imaginary, have non-
negligible real part, so the filter is slightly lossy. To com-
pute the interpolation values at the transmission zeros, we
evaluate the SISO system given by the diagonal entry (2,2)
of the 4-port MIMO model of the triplexer. Building ΘΘΘ

as in (26) with s replaced by 1
s yields a rational model

of the transfer parameters of the filter up to the unrecov-
erable Tc. Since S-parameter data of the filter are avail-
able, we can compute this missing factor at each frequency

as Tc(iωi) =
(

ΘΘΘ( 1
iωi

)
)−1

TU(Si) where Si is the measured
S-parameter measurement at excitation frequency ωi. The
mean over all frequencies of the matrix Tc is

Tc =

[
16.42−14.81i 7.9−20.98i

7.3+21.29i 16.51+15.81i

]
(39)

and the standard deviation is at most .54 for all entries. Er-
rors inherent to full-wave simulations make the interpolation
points and values inexact, leading to a matrix Tc which is
not constant over all frequencies, but is not far from it. Com-
paring the measured S-parameters to those obtained using
Tc in (39), we notice a very good match (Fig. 7).
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Fig. 7. Measured S-parameters are indistinguishable from those
computed with the recovered model. Dashed lines show the errors.

For filter 2, the 4 transmission zeros are identified as the
common zeros of the 3rd column of the multi-port model
of the triplexer, namely −.004− .216i, −.004+ .218i and
infinity with multiplicity 2. The SISO system located on
the diagonal entry (3,3) of the triplexer model yields the
interpolation values which allow to build ΘΘΘ as in (26). The
same remark as for filter 1 holds for filter 2 regarding its
lossy nature, leading to a missing factor Tc with mean over
all frequencies of

Tc =

[
0.26+0.92i 0.04−0.15i

0.04+0.17i 0.29−1.04i

]

and standard deviation of at most .028 for all entries.
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The comparison between the measured and recovered S-
parameters is shown in Fig. 8.
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Fig. 8. Measured S-parameters are indistinguishable from those
computed with the recovered model. Dashed lines show the errors.

Finally, filter 3 also has two finite transmission zeros at
−.004+ .556i and−.004+ .069i together with one at infinity
with multiplicity 2. Similarly, due to the lossy nature of the
filter, the missing factor Tc is almost constant with mean

Tc =

[
−19.9−1.71i 6.3−19.25i

6.7+19.18i −20.53+2.19i

]

and standard deviation of at most .39 for all entries. The re-
covered versus the measured S-parameters are shown below.
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Fig. 9. Measured S-parameters are indistinguishable from those
computed with the recovered model. Dashed lines show the errors.

8 Conclusion

This paper addresses the de-embedding problem of de-
termining the filters composing a multiplexer from its S-
parameter measurements by proposing a two-step approach.
First a rational model of the whole multiplexer has to be

computed from the measurements. Next, starting from this
rational model, each filter composing the multiplexer is de-
termined, up to the resonator closest to the junction, by solv-
ing a rational interpolation problem, the condition of which
are located at the transmission zeros of each filter. Our ap-
proach, based on linear factional transformations associated
to the interpolation problem, yields all possible solutions of
degree n. The recovered filters are reciprocal of the right
order, but they are not guaranteed passive by the method.
The passivity enforcement under minimal degree constraint
remains an open and challenging problem of Nevanlinna-
Pick interpolation. Numerical examples demonstrate the
effectiveness of the approach, which provides a missing
and useful tool for applications in the context of computer
assisted tuning and fault diagnosis for multiplexer design.
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A Proof of Proposition 3.1

Applying the product rule in (14) to compute high order
derivatives of the multiplexer’s S-matrix ΣΣΣ(s), we obtain

ΣΣΣ
(h) = S(h)

22 +
h

∑
i=0

(
h
i

) h−i

∑
j=0

(
h− i

j

)
S( j)

21 X(h−i− j)S(i)
12 , (A.1)

where the s-dependency of the matrix functions has been

omitted and X stands for Σ̃ΣΣ(IN+1−S11Σ̃ΣΣ)
−1

. To prove that
ΣΣΣ(h)(σ)ek+1 = S(h)k,22(σ)ek+1, for h = 1, . . . ,m−1, we evalu-
ate (A.1) at s = σ , multiply by ek+1 on the right and note
that S(h)

12 (σ)ek+1 = 0 due to σ being a transmission zero of
filter k with multiplicity m, so derivatives S(h)

k,12(σ) are 0 for

h < m. The invertibility of IN+1−S11Σ̃ΣΣ at σ ensures that no
pole-zero cancellation occurs.

Applying the product rule in (14) by grouping X and S12,
the derivative ΣΣΣ(h) can also be expressed as

ΣΣΣ
(h) = S(h)

22 +
h

∑
i=0

(
h
i

)
S(i)

21

h−i

∑
j=0

(
h− i

j

)
X(h−i− j)S( j)

12 . (A.2)

To show that eT
k+1ΣΣΣ(h)(σ) = eT

k+1S(h)k,22(σ), for h = 1, . . . ,m−
1, we evaluate (A.2) for s = σ , multiply by eT

k+1 on the left

and note that eT
k+1S(h)

21 (σ) = 0 due to σ being a transmission
zero of filter k with multiplicity m.

Lastly, to show that eT
k+1ΣΣΣ(h)(σ)ek+1 = S(h)k,22(σ), for h =

m, . . . ,2m−1, one can use either (A.1) or (A.2) to evaluate
at σ and multiply by eT

k+1 on the left and ek+1 on the right,
respectively. Considering (A.2), we obtain

eT
k+1ΣΣΣ

(h)(σ)ek+1 = eT
k+1S(h)

22 (σ)ek+1

+
h

∑
i=0

(
h
i

)
eT

k+1S(i)
21(σ)

h−i

∑
j=0

(
h− i

j

)
X(h−i− j)(σ)S( j)

12 (σ)ek+1.

Since h≥m and eT
k+1S(i)

21(σ) = 0 for i≤m, we conclude that
the first m terms in the double sum are zero, so we have that:

eT
k+1ΣΣΣ

(h)(σ)ek+1 = eT
k+1S(h)

22 (σ)ek+1

+
h

∑
i=m

(
h
i

)
eT

k+1S(i)
21(σ)

h−i

∑
j=0

(
h− i

j

)
X(h−i− j)(σ)S( j)

12 (σ)ek+1.

On the other hand, S( j)
12 (σ)ek+1 = 0 because j ≤ m−1 due

to the inequalities: 0≤ j ≤ h− i≤ h−m≤m−1. Thus, the
double sum is zero, yielding the desired expression.

For the converse, assume that the interpolation conditions in
(21) hold simultaneously at some point σ . We wish to show
that σ is a transmission zero of multiplicity m for filter k.
Due to the diagonal structure of S21 and S22, we have that
Σ j+1,k+1(s) = S j,21(s)X j+1,k+1(s)Sk,12(s) where X stands for

Σ̃ΣΣ(IN+1−S11Σ̃ΣΣ)
−1

and j 6= k. As σ is a zero of Σ j+1,k+1 with
multiplicity m, and if we know that it is not a zero of X
(namely, of the junction), neither a zero of all S j,21(s), for
j = 1, . . . ,N, j 6= k, we conclude that it is a zero of Sk,12(s).

B Proof of Theorem 5.1

To show the first property, we first derive the following ex-
pression of the LFT H(s) = TΘΘΘ(δ ):

H(s) = δ +(vT −δuT )Xδ (s)
−1(uδ −v), (B.1)
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where Xδ (s) = L
(
sI−MT +L−1(uδ −v)uT

)
is given by

(27). This formula is obtained as in [12, Lemma 9]. Note
that A = MT −L−1(uδ − v)uT is the dynamic matrix of
H(s). Since Xδ (σ̃i) is assumed invertible, the determinant of
σ̃iI−A is not equal to zero and thus σ̃i is not an eigenvalue
of A. Thus, the condition λ (M)

⋂
λ (A) = /0 is satisfied.

To check if interpolations conditions hold, we compute

uH(s)−v = uδ −v+u(vT −δuT )Xδ (s)
−1(uδ −v) (B.2)

=
[
Xδ (s)+u(vT −δuT )

]
)Xδ (s)

−1(uδ −v)(B.3)

= (sI−M)LXδ (s)
−1(uδ −v). (B.4)

In going from (B.3) to (B.4), we used that the matrix L
satisfies the Sylvester equation LMT −ML= uvT −vuT by
construction. As Γ is any contour which contains the set of
interpolation points but no poles of H(s), we have that

1
2π i

∫
Γ

(sI−M)−1(uH(s)−v)ds

=
1

2π i

∫
Γ

LX(s)−1(uδ −v) = 0.

This proves (23). Moreover, using [6, Lemma 16.10.4] and
the matrix Cauchy integral formula [16], we get

1
2π i

∫
Γ

(sI−M)−1uH(s)uT (sI−MT )−1 ds

=
1

2π i

∫
Γ

(sI−M)−1(uH(s)− v)uT (sI−MT )−1 ds

=
1

2π i

∫
Γ

LX(s)−1(uc−v)uT (sI−MT )−1 ds

=
1

2π i

∫
Γ

LX(s)−1(X(s)−L(sI−MT ))(sI−MT )−1 ds

=− 1
2π i

∫
Γ

LX(s)−1Lds+
1

2π i

∫
Γ

L(sI−MT )−1 ds = L,

so the interpolation conditions in (24) are also satisfied.

This completes the proof of the direct statement.

For the converse, first note that, since the interpolation prob-
lem has a solution of degree n, the Loewner matrix L must
be invertible [4]. We show that the LFT T

ΘΘΘ−1(H(s)) yields
a constant δ ∈C when starting from a rational proper solu-
tion H(s) of degree n to Problem 5.1 with none of its poles
coinciding with an interpolation point. We first note that

ΘΘΘ
−1(s) = I−

[
vT

uT

]
L−1(sI−M)−1

[
u −v

]
(B.5)

because LMT −ML= uvT −vuT by construction.

Starting from the minimal state-space realization H(s) =
cT (sI−A)−1b+ δ (this A, b, c notation is internal to this
proof and is not to be confused with the same notation in Step

4 of the algorithm), the realization of Ĥ(s) =T
ΘΘΘ−1(H(s)) is

Ĥ(s) =

 Â b̂

ĉT δ

=


M+(δu−v)uTL−1 ucT δu−v

buTL−1 A b

−(vT −δuT )L−1 cT δ


(B.6)

This is computed using operations on state-space realiza-
tions: cascading, inversion and reduction. The realization of
Ĥ(s) in (B.6) is of size 2n. The goal is to show that, in fact,
Ĥ(s) is constant (hence its McMillan degree is 0).

Following [14], we first write the interpolation conditions
(23) and (24) for H(s) in state-space form. Let Y1, Y2 be
the unique solutions to

−MY1 +Y1A+ucT = 0, AY2−Y2MT +buT = 0. (B.7)

Note that (AT ,c,bT ,δ ) being a realization of H(s), there
exists a symmetric state-space transformation T such that
AT = TAT−1 and c = Tb and Y2 = T−1YT

1 . Then, the in-
terpolation vector v in (23) can be computed as

v = Y1b+δu. (B.8)

In addition, the matrix L in (24) can be computed as

L=−Y1Y2 =−Y1T−1YT
1 . (B.9)

First, we reduce the size of the realization from 2n to n,
so we are looking for a state-space transformation T̆ which
allows us to eliminate the uncontrollable states. By choosing

T̆ =

[
I Y1

0 I

]
,

we obtain the following equivalent realization

Ĥ(s)=


M 0n×n 01×n

buTL−1 A−buTL−1Y1 b

−(vT −δuT )L−1 cT +(vT −δuT )L−1Y1 δ


after performing simplifications using (B.7) and (B.8). After
eliminating the first n states, which are uncontrollable, we
obtain a smaller realization for Ĥ(s):

Ĥ(s) =

 A−buTL−1Y1 b

cT +(vT −δuT )L−1Y1 δ

 . (B.10)

Using (B.8) and (B.9), we have that

cT +(vT −duT )L−1Y1 = cT +bT YT
1 L−1Y1 = cT −bT T = 0.
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Therefore Ĥ(s) is simply δ . The condition Xδ (σ̃i) invertible
for i = 0, . . . ,nd follows from the assumption on the poles
of H(s). 2
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