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Abstract—Clouds are more and more becoming a credible alternative to parallel dedicated resources. The pay-per-use pricing policy however highlights the real cost of computing applications. This new criterion, the cost, must then be assessed when scheduling an application in addition to more traditional ones as the completion time or the execution flow. In this paper, we tackle the problem of optimizing the cost of renting computing instances to execute an application on the cloud while maintaining a desired performance (throughput). The target application is a stream application based on a DAG pattern, i.e., composed of several tasks with dependencies, and instances of the same execution task graph are continuously executed on the instances. We provide some theoretical results on the problem of optimizing the renting cost for a given throughput then propose some heuristics to solve the more complex parts of the problem, and we compare them to optimal solutions found by linear programming.
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I. INTRODUCTION

Public clouds are more and more becoming a credible alternative to private parallel computing resources to run scientific applications. The pay-per-use pricing policy however highlights the financial cost of running an application on cloud platforms while only the computing cost where mostly considered on dedicated platforms. From the scheduling point of view this introduces a new criterion, the cost, when executing an application on a cloud in addition to more traditional ones as the completion time or the execution flow. From the optimization point of view, the cost criterion is antagonistic to the execution performance both in case of an execution flow or a single application as it is cheaper not to run an application than running it.

In this paper we tackle the problem of optimizing the cost of renting computing instances to execute an application on the cloud while maintaining a desired performance (throughput). The target application model is a stream of applications based on a DAG pattern, i.e., composed of several tasks with dependencies, and instances of the same execution task graph are continuously executed on the instances. An example of such an application can be found in image or signal processing applications where several different filters or codecs must be applied to a stream of data, or a large set of images. Our objective is to provide enough resources for the application to reach a given throughput, in terms of computed instances, while minimizing the renting cost. The desired throughput may be mandatory to guarantee the quality level of a video stream for example. Since we are planning to rent machines from clouds, we are interested in minimizing the total cost.

As we run long-term stream applications, this objective is better expressed as minimizing the hourly price for renting the machine.

On the cloud the provided resources are however heterogeneous as different types of instances are proposed: for instance the EC2 or Azure clouds provide different types of on demand instances. Other heterogeneity factors must also be taken into account: 32-bit architectures vs. 64 ones, CPU architectures vs. GPU ones and so on. This imposes constraints on the task to instance mapping: tasks that can run on one instance cannot always run on another instance. For instance 64-bits applications cannot be run on 32-bits instances, CPU tasks cannot be run on GPU instances or some constraints may be forced by the amount of memory required to run the task. On the other hand tasks may have different implementations with different constraints, as for instance the need for specific hardware. A matrix multiplication task can be implemented either for CPU or for GPU but the associated task must be run on the right hardware. So a type must be associated with each task and only the corresponding instances can be used to run it. Considering that the same computation can be done using tasks of different types, we can define alternative graphs to compute the same result. For instance, if an application pattern includes a matrix multiplication task then two alternative graphs may be defined: one that uses a CPU task to compute the matrix multiplication task and another that uses a GPU task to compute it.

As our objective is only to reach a given throughput we can run several alternative graphs concurrently. All the graphs participate to the same application as long as the global cost is lowered. Considering that we can access clouds that provide different instance types (CPU speed, memory, I/O bandwidth, GPU or not, etc.) at different prices we try to optimize their use, and their cost, to reach a target throughput. The graphs may share or not the rented cloud instances. This makes the problem more complex than with a single application graph. Thus, the problem is on the one hand to find the right application graph(s) that optimize the cost, and on the other hand the right cloud instances that gives the lower cost with this or these application(s).

Note that because of the use of various application graphs, different instances, such as different images of a video stream, may be processed using different graphs, and thus experience different processing times. To avoid that these images are

1https://aws.amazon.com/ec2/instance-types
output in a different order than their input order, a buffer of sufficient size is needed. In this paper, we assume that we have such a buffer as well as a mechanism that ensures that instances are output in the same order as their input order, and we concentrate only on the throughput maximization.

In the following, we study this problem using various models of the application programs. In section II we present the related work on cloud scheduling and cost optimization. The studied model is presented in section III then we provide some theoretical results on the problem of optimizing the cost for a given throughput in section IV and V. In section VI we propose some heuristics to solve the more complex parts of the problem and we compare them to optimal solutions found by linear programming in section VIII.

II. RELATED WORK AND CONTEXT

We focus in this paper on streaming applications run on heterogeneous resources and in particular on coarse grain applications. These applications are composed of several tasks, linked by dependency constraints, and they continuously process a set of input data to compute the output set. In fact, this computation may be truly continuous in the case of multimedia or sensor applications [10], [11], [14] or long enough to neglect the initialization and ending phases and concentrate on the steady-state phase as in [2]. Much attention has already been paid to running workflows applications on heterogeneous resources as a grid. These studies may be distinguished in two main categories: practical works or more theoretical ones. From the practical point of view several frameworks as Pegasus [6] or Condor [16] propose to dynamically schedule multi-task workflows on heterogeneous computing resources. For example, a survey on scheduling pipelined workflow applications on grids is given in [3]. Several objectives are studied in this context depending on the workflow characteristics. When the executed workflows are different, the makespan objective is usually targeted [15] but when the same instance of the workflow is continuously run, the throughput objective is more adapted. From the theoretical point of view several works tackle the problem of proving complexity results for throughput. In [2] the optimal throughput is given by defining a periodic schedule but other objectives, the latency [5] or the reliability [4], may also be added to improve the quality of the result. Note that the cost objective is not truly relevant in the grid context as the resources are usually freely shared and there is no economical model behind.

By providing on-line on-demand resources, the cloud concept goes one step further in the similarity to flexibility to the Power Grid, the so-called elasticity. Clouds are traditionally classified depending on their public or private clouds, or depending on the service level [1], [8], i.e., Infrastructure as a service or IaaS, Plateform as a service or PaaS, Software as a service or SaaS, and so on. As we are interested in executing applications by using on-demand resources in the cloud we focus in the following on pubic IaaS clouds. The Amazon EC2\(^2\) or the Microsoft Azure cloud\(^3\) are examples of such clouds.

IaaS public clouds introduce an economical dimension in the resource use with a market oriented model. The pay-as-you-go pricing model makes it worth to study the application cost before execution. In the context of application execution optimization in cloud computing, the cost objective is mainly studied from a practical or dynamic point of view. For instance [17] studies the impact of pricing on distributed applications, [13] tackles the problem of minimizing the cost of cloud use, [18] optimizes the task to virtual machine assignment based on QoS requirements, and [19] addresses the question of matching customer demand and provider’s revenues. In [9] several strategies of dynamic resource provisioning of homogeneous instances are assessed to lower the cost and wait objectives with an online model and in [7] scheduling heuristics for workflow applications are compared on real heterogeneous instances. As far as we know there is no work on minimizing the execution cost of a workflow application processing a stream of data on the cloud.

III. FRAMEWORK

In this section we formally define the platform and application framework. This model is rather traditional with a set of tasks to be run on processing resources, cloud instances here. The problem we face is to provision enough resources to run a DAG based streaming application with a given throughput. The cloud provides heterogeneous resources, different machines with different throughputs and different costs. We want to find the cheapest configuration that allow to reach the desired throughput.

As the considered tasks are typed, only a part of the provided resources can be used to run one of the tasks. Yet all the tasks of the same type can be run on the same instance provided that its throughput is sufficient. As stated in section I, different application graphs may be used to compute the same input set, either because they use different algorithms or because they take benefit of different types of resources.

Note that we concentrate on computing intensive applications and thus we neglect the communications costs between the tasks as a first approximation.

The application framework consists of a global application \(\phi\), a set of \(J\) workflow applications, or graphs, where each graph \(\phi^j\) \((1 \leq j \leq J)\) is composed by \(I_j\) tasks \(\phi^j_i\) \((\phi^j = \{\phi^j_1, \ldots, \phi^j_{I_j}\})\). A type is associated to each task. Let \(T = \{1, 2, \ldots, Q\}\) be the set of Q (task) types available on the platform and \(t\) be a function that returns the type \(q\) of a task \(\phi^j_i\) such that \(t(i, j) = q\). An example is given in Figure 1 to illustrate these notations considering one application and four types. This application can be performed using one of the three alternative application graphs. All these application graphs have tasks of type 1. Hence a machine able to perform that type can be shared by the three application graphs. One can see that the type 3 is also shared between the two first application graphs of this illustrating example.

\(^2\)http://Aws.Amazon.Com/Ec2/
\(^3\)http://www.windowsazure.com/
These applications are to be run on virtual machine instances, or processors, available from the cloud. To be able to potentially run a copy of each task graph on the computing resources, we need at least one processor able to process each of its task types.

We consider here dedicated resources: a task type also corresponds to a processor type, which is the type of processor capable of processing tasks of this type. Thus, a task $\varphi^j_i$ of type $q$ is only processed by a processor of the same type and it is the only task type that such a processor may process. Processors of different types have different renting costs: the cost of renting a processor of type $q$ is denoted by $c_q$. Note that as we aim at providing a desired throughput for an unknown (but long) period of time, this cost is a hourly rate. The throughput of a processor of type $q$ continuously processing tasks of the same type is $r_q$. Finally, we consider that all processors of the same type have the same characteristics (throughput and cost).

The Global Application $\phi$ requires a certain level of quality of service (QoS) which is expressed by its output throughput $\rho$ (number of data sets computed by time unit (t.u.). Since the output data sets may be computed using different workflow applications, the throughput $\rho$ is the sum of the throughput $\rho_j$ of each workflow application $\varphi^j \in \phi$. Each local throughput $\rho_j$ has to be determined considering the number of resources (and possibly the fraction of them) dedicated to this workflow application.

Each application graph may include several tasks of the same type: for example on Figure 1, graph $\varphi^3$ has 4 tasks of type 1. We denote by $n_q^j$ is the number of tasks of type $q$ in the application graph $\varphi^j$. In the previous example, we have $n_1^3 = 4$.

Table I summarizes the main definitions used in the allocation problems. All the parameters describing the applications and the platform are integers.

The problem we face is a dimensioning problem where we want to rent enough computing instances from (possibly different) clouds to assess the QoS requirements of the Global Application $\phi$ while minimizing the global rental cost $C$. To achieve this goal, we have to select which graphs $\varphi^j$ will be used, and with which throughput $\rho_j$ (an unused graph will simply be considered as $\rho_j = 0$). The number of necessary computing resources for each task type $q$ has also to be determined. The general problem is expressed as follows.

**Definition 1**: MinCOST Given an application described by $J$ possible application graphs, a platform described by the unitary costs $c_q$, throughputs $r_q$ for each processor of type $q$ and a target throughput $\rho$, what is the throughput $\rho_j$ of each application graph $\varphi^j$ and the number of processors $x_q$ of each type $q$ to be booked to reach the prescribed throughput with minimal cost ?

In the following, we propose several practical ways to find solutions for this problem, depending on the complexity of the application description.

**IV. Simple cases**

In this section, we first focus on two simple variants of the problem, which allows to give a first overview of the complexity of the problem.

**A. Single application graph**

In the first simple case we consider one application made of a single graph $\varphi^1$: this is the only available option to produce the final result. For each task type $q$, we need to rent a sufficient number of processors from the Cloud. In particular, the application graph may include several tasks of the same type $q$. For each task type $q$ the number of machines needed to reach the throughput $\rho$ is given by:

$$x_q = \left\lceil \frac{n_q}{r_q \cdot \rho} \right\rceil$$

The associated cost $C_q(\rho)$ to compute the tasks of type $q$ in the application is:

$$C_q(\rho) = \left\lceil \frac{n_q}{r_q \cdot \rho} \right\rceil \cdot c_q$$

Finally, the global cost is:
\[ C(\rho) = \sum_{q=1}^{Q} C_q(\rho) = \sum_{q=1}^{Q} \left[ \frac{n_q \cdot \rho}{r_q} \right] \times c_q \]

**B. Several independent applications**

The second simple case considers several independent applications \( \varphi^1, \ldots, \varphi^J \). Each of these applications produces its own result. The difference with our general context is that the throughput for each application is now prescribed: application \( \varphi^j \) must have a throughput of at least \( \rho_j \) instances per unit time. Note that this makes the problem simpler, as the decomposition of the total throughput \( \rho \) into the sum \( \rho_1 + \cdots + \rho_J \) is fixed.

Since different task graphs are involved, several tasks of different graphs may have the same type. Consequently, the throughput for each application is now prescribed: the throughput for each application is:

\[ \text{Finally, the global cost of the required platform is:} \]

\[ C(\rho_1, \rho_2, \ldots, \rho_J) = \sum_{q=1}^{Q} C_q(\rho) = \sum_{q=1}^{Q} \left[ \frac{n_q \cdot \rho}{r_q} \right] \times c_q \]

**V. GENERAL PROBLEM WITH VARIOUS APPLICATION COMPLEXITIES**

We now get back to the general problem where a single result has to be computed with a prescribed throughput \( \rho \). Several application graphs \( \varphi^j \) can be used to compute this result. Every application produces the same result but each at its own throughput \( \rho_j \) which contributes to the global throughput \( \rho \). In this case every individual throughput \( \rho_j \) has to be determined for each application.

To address this problem we consider the three following cases with an increasing complexity:

1) In the first case, each application graph consists of a single task, whose type is different from the types of other application tasks. In that case an application graph is seen as a simple black box, which makes it easy to compute the cost of a graph given its throughput. We aim at balancing the throughput between the applications to lower the global cost.

2) In the second case, we do not consider application graphs as black boxes anymore but as sets of tasks that do not share any task type: all task types used from application graph \( \varphi^j \) are specific to that graph. This case arise for example if we use several computing clouds to run the application graphs computing the same result: a graph running on a given cloud cannot share its resources with another graph running on a different cloud.

3) In the third case, we consider that the application graphs can share task types. This is the general case. As one processor can be shared by several application graphs, their throughput depend on each other: throughputs and resource sharing must be considered at the same time. As resources may be shared between several applications then only one cloud can be considered.

In the following we present solutions for these three cases.

**A. Black box applications**

We first present the simplest variation when the applications \( \varphi^j \) are considered as black boxes, all different from each other, or when they consist of only one task \( \varphi^1 \) whose type is \( q \) \((t(1,j) = q)\). Note that each task type corresponds to only one application. Thus for simplification reasons we use \( j = q \). We have:

\[ \forall j \text{ and } \forall j'(1 \leq j, j' \leq J) : t(1,j) = t(1,j') \Rightarrow j = j' \]

Let \( \rho_q \) be the throughput of application \( \varphi^q = \varphi^q \). The problem can be expressed as an integer linear program where \( x_q \) denotes the number of machines of type \( q \) used:

\[
\begin{align*}
\text{Minimize } & \sum_{q=1}^{Q} x_q c_q \\
\text{Subject to } & \sum_{q=1}^{Q} n_q x_q \rho_q \geq \rho 
\end{align*}
\]

This resembles a knapsack problem with repetition using negative weights and values. Such a knapsack problem is formalized as follows.

**Definition 2 (Unbounded Knapsack Problem):** Given \( n \) objects with value \( v_i \) and weight \( w_i \), and a total capacity of \( W \), how many copies of each object should we select to maximize the total value without exceeding weight \( W \)?

The previous knapsack problem can be expressed with the following integer linear program, where \( x_i \) is the number of copies of item \( i \) included in the solution.

\[
\begin{align*}
\text{Maximize } & \sum_{i=1}^{n} x_i v_i \\
\text{Subject to } & \sum_{i=1}^{n} x_i w_i \leq W
\end{align*}
\]

Our problem is thus equivalent to a knapsack problem where items have value \((-c_q)\) and weight \((-\rho_q)\) and the total capacity is \((-\rho)\). Solving such a knapsack is a (unary) NP-complete problem and many approximation algorithms and heuristics have been proposed to solve it [12]. In particular, there exists a pseudo-polynomial dynamic program which solves it with time complexity \( O(n\rho) \). This solution can easily be translated into a solution to our problem for this case.
B. Applications without shared task types

We now consider that the global application \( \phi \) is composed of several application graphs \( \varphi^1, \ldots, \varphi^d \) that produce the same result but that do not share any task type between each other. Each application \( \varphi^i \) is composed of several tasks \( \varphi^i_1, \ldots, \varphi^i_{I_j} \), such that a graph \( \varphi^j \) and a graph \( \varphi^j' \) do not share any task type: \( t(i,j) \neq t'(i,j') \) for \( 1 \leq j, j' \leq J \) and \( j \neq j' \) and for \( 1 \leq i \leq I_j \) and \( 1 \leq i' \leq I_j' \).

Obviously as this version of the problem includes the previous one, it is at least as complex, and thus this version is also unary NP-complete. In this section, we exhibit a dynamic program with pseudo-polynomial complexity to solve it, which proves that the problem is not binary NP-complete.

The throughput of task \( \varphi^j_1 \) on a machine is denoted by \( \rho_{j,i} \). To obtain the prescribed throughput, we may either use several application graphs concurrently or increase the throughput of a graph by renting several processors corresponding to its task types. Generally, an optimal solution is obtained as a combination of these two strategies, and the throughput of each graph \( \varphi^j \) has to be carefully tuned.

We now present a dynamic program with pseudo-polynomial complexity to compute an optimal solution in this case. It relies on \( C(\rho,j) \), which denotes the minimum cost to reach a throughput \( \rho \) using only the first \( j \) application graphs (among the \( J \) defined in the model). \( C(\rho,j) \) can be computed as follows:

\[
C(\rho,j) = \begin{cases} 
\frac{\sum_{i=1}^{I_j} \left[ \frac{n^j_{t(i,j)}}{r_{t(i,j)}} \right.}{\rho} \times c_{t(i,j)} & \text{if } j = 1 \\
\min_{0 \leq \rho_j \leq \rho} \left( C(\rho - \rho_j,j-1) + \right. \\
\sum_{i=1}^{I_j} \left. \left[ \frac{n^j_{t(i,j)}}{r_{t(i,j)}} \right. \rho_j \right] \times c_{t(i,j)} \right) & \text{otherwise}
\end{cases}
\]

The base case \( j = 1 \) corresponds to a single application graph, and is thus similar to Section IV-A. In the general case, the prescribed throughput \( \rho \) is split into two parts: \( \rho_j \), which is the throughput devoted to graph \( \varphi^j \), and is computed as previously, and \( \rho - \rho_j \), which devoted to the first \( j-1 \) graphs, and thus can be expressed recursively. The final result \( C(\rho) \) is obtained as \( C(\rho,J) \). Note that as each processor of type \( q \) delivers an integer throughput \( r_q \), the throughput of an application graph can only be an integer. Thus, there is a finite set of possible integer values \( \rho_j \) to test in the previous formulation. To compute a given \( C(\rho,j) \), all \( C(\rho',j') \) with \( \rho' \leq \rho \) and \( j' \leq j \) must be computed. Based on these values, the complexity of the elementary computation is \( O(\rho J) \). The complexity of computing \( C(\rho) \) is thus \( O(\rho^2 JJ) \).

C. Applications with shared task types

Here, we consider a generalization of the previous setting, where tasks \( \varphi^j_k \) of different application graphs may have the same type:

\[
\exists j,j'(1 \leq j, j' \leq J, j \neq j'), \exists i (1 \leq i \leq I_j), \exists i' (1 \leq i' \leq I_{j'}) \text{ s.t. } t(i,j) = t(i',j')
\]

As a consequence, a processor may be shared between several application graphs. Although the implementation of this option is more difficult, due to the complex control needed, it is expected to give better performance since several (expensive) processors may be shared by all possible application graphs.

The whole throughput \( \rho \) must be at least the sum of the individual application graph throughput \( \rho_j \):

\[
\sum_{j=1}^{J} \rho_j \geq \rho
\]

For each task type \( q \) we need to rent enough processors to reach the global throughput \( \rho \).

\[
\forall q \ x_q \cdot r_q \geq \sum_{j=1}^{J} \left( \sum_{i=1}^{I_j} \rho_j \right)
\]

with \( x_q \) the number of instances of type \( q \) such that \( q = t(i,j) \) and \( r_q \) throughput of processor \( P_q \) when executing a task of type \( q \).

Then the problem can be formulated as the following MIP:

\[
\begin{align*}
\text{Minimizing} & \ C(\rho) = \sum_{q=1}^{Q} x_q \cdot c_q \\
& \text{under constraints (1) and (2)} \\
& \text{with } x_q \in \mathbb{N}
\end{align*}
\]

Despite our efforts, we have not been able to determine if this general version is unary or binary NP-complete. However, given the additional complexity of splitting the prescribed throughput into a sum of elementary throughputs, we conjecture that this problem is binary NP-complete, contrarily to the previous version. In the following we propose several heuristics of polynomial complexity to address the problem.

VI. HEURISTICS

In this section we propose several heuristics which address the problem presented in Section V-C. Moreover, if possible, an optimal solution is computed using an integer linear program solver as described in the next section.

a) \( H_0 \) (random): \( H_0 \) randomly chooses each throughput \( \rho_j \) for each graph \( \varphi^j \) (\( 1 \leq j \leq J \)) such that the constraint \( \sum_{1 \leq j \leq J} \rho_j = \rho \) is satisfied.

b) \( H_1 \) (best graph): The \( H_1 \) algorithm selects only one application graph. It chooses the graph \( \varphi^j \) (\( 1 \leq j \leq J \)) whose cost is minimum to reach the desired throughput, that is \( \rho_j = \rho \). This cost is computed as in Section IV-A. The complexity of the \( H_1 \) algorithm is in \( O(J \times Q) \).

c) \( H_2 \) (random walk): The \( H_2 \) algorithm starts from the solution given by \( H_1 \) (\( \rho_1, \rho_2, \ldots, \rho_J \)) and tries to improve this solution iteratively. At each step, \( H_2 \) randomly chooses two different graphs \( \varphi_{j_1} \) and \( \varphi_{j_2} \), and then moves a fraction \( \delta \) of the throughput from \( \varphi_{j_1} \) to \( \varphi_{j_2} \) such that their throughputs respectively become \( \rho_{j_1} - \delta \) and \( \rho_{j_2} + \delta \) for the next iteration. If \( \rho_{j_1} < \delta \), \( \rho_{j_1} \) becomes equal to zero and \( \rho_{j_2} \) equal to \( \rho_{j_2} + \rho_{j_1} \). This solution is stored if it improves the current minimal cost. In any case, this new solution is the starting point of the next iteration even if this computed solution does not reduce the current minimal cost yet. The heuristic stops...
after a predetermined number of iterations and outputs the best encountered solution.

d) $H31$ (stochastic descent): The H31 algorithm is very similar to the H2 heuristic. The main difference is that H31 retains the same solution for the next iteration as long as no improvement is obtained by the exchange. However, if the cost associated to the computed solution is lower than the current minimal cost, this new solution becomes the baseline solution for the next iteration. The heuristics stops if a given number of iterations is reached or if the solution corresponding to the minimal cost has not changed for a predetermined number of iterations.

e) $H32/H32Jump$ (steepest gradient): The H32 and H32Jump algorithms follow the steepest gradient paradigm. As for the two previous heuristics, both the H32 and the H32Jump algorithms start using the solution given by H1. All possible throughput fraction exchanges between graphs are tested and only the one leading to the smallest platform cost is stored. When no improvement is possible, the current solution is a local minimum and is output by H32. To search for a better solution that this local minimum, H32Jump allows for a deterioration of the current solution by accepting a given number of throughput exchanges between graphs without checking if the solution is improved or not. Then, the improvement process described before is started again using the obtained current solution as the new baseline. This solution is in a neighborhood of the solution corresponding to last obtained local minimum. If this neighborhood is large enough, another local minimum may be found. This solution is stored if its cost is smaller than the previous stored minimum solution. The solution corresponding to the smallest cost from all the computed solutions is returned by H32Jump.

VII. ILLUSTRATING EXAMPLE

Figure 2. Illustrating example: Application parameters

In this section we illustrate on an example the ability of some heuristics to simultaneously use several application graphs in order to improve the platform cost. In this example we consider an application that can be described indifferently by three workflows as shown in Figure 2. Whatever the graph that is used, one input leads the same output after its execution. Each workflow has two tasks and each task is of one type out of four. The available platform provides four machines, one for each task type, with different throughput performance and costs. The detailed parameters are shown in Table II. Table III gathers the results of all heuristics. The first column contains the desired throughput $\rho$. The following columns present for the ILP and each heuristics the chosen throughputs $(\rho_1, \rho_2, \rho_3)$ for each application graph and the corresponding solution cost. For example, for a desired throughput of $\rho = 70$, the solution chosen by the ILP splits the total throughput into $\rho_1 = 10$, $\rho_2 = 30$ and $\rho_3 = 30$, for the corresponding application graphs. For this solution, according to the platform parameters, one has to rent 3 instances of $P_1$, 2 instances of $P_2$, 1 instance of $P_3$ and 1 instance of $P_4$, with total cost of 124.

To highlight the optimal costs on Table III, optimal values are printed in bold. It can easily be seen that in this small example, both heuristics H2 and H32Jump very often find the optimal cost (H2 fails only twice). Moreover, it also shows the bucket behavior of H1: as H1 only chooses one application graph, the same solution may be chosen for one or more consecutive throughputs until no more idle capacity is available. In the case of a desired throughput $\rho = 160$ none of the heuristics is capable of finding the optimal cost. They all output the same solution with only one application graph, whereas the optimal solution uses all 3 available graphs.

VIII. EXPERIMENTS

To assess the quality of the different heuristics we have developed a simulator in python. The heuristics described in Section VI are implemented in this simulator and the integer linear programs are solved by calling the Gurobi\(^4\) library from the simulator. In this section we present the simulator, the experimental settings and the obtained results.

A. The cloud renting simulator

The simulator aims at assessing the quality of the algorithms used to choose the best way to execute an application on the cloud when it is described indifferently by several graphs. These algorithms give the part of the target throughput each graph has to reach so as to decrease the cost of the whole platform as much as possible. Starting from a configuration file that gives the properties of the application graphs and the properties of the cloud, it randomly generates several sets of application graphs and their corresponding sets of machines. For each couple of application graph set and machine set, it then applies the heuristics and the ILP resolution to find a solution as cost effective as possible.

The relevant parameters when generating a set of application graphs and a cloud are dictated by the problem model. For the application graphs these parameters are:

- The number of tasks that compose an application graph:

When generating an application graph its number of

\(^4\)http://www.gurobi.com/
tasks is randomly chosen in the interval \([\text{min}_{\text{tasks}}, \text{max}_{\text{tasks}}]\). Thus all the application graphs do not get the same number of tasks. This is to avoid getting too similar applications.

- The number of available types that can be used: This number is a fixed value for the simulation. There is no need for an interval here as task types are randomly chosen.

- The number of application graphs: The number is a fixed value for the simulation.

In our first attempt, the application graphs for an application are randomly generated: For each task of an application graph its type is randomly chosen in a set of types. The machine throughput and its price is also randomly chosen in an interval. Using this totally random generation we do not control the efficiency of the machine and hence most of the application graphs are of no use because they use inefficient machines compared with the others. As a result we do not get a real competition between all graphs but rather between only very few of them, and often, only one single graph leads to the smallest cost for the whole throughput. With these configurations the H1 heuristic is usually able to find a very good solution, and the ILP quickly picks out the optimal solution, in particular when the requested throughput is high compared to the machine performance. To focus on the difficult and realistic cases, where some of the tasks of an application graph are replaced by other type of tasks (e.g. when a task running on GPU is replaced by a task running on a classical CPU architecture for a matrix product), we first randomly generate a initial application graph. The other, alternative, application graphs of the set are then generated by randomly changing a percentage of tasks of this initial graph. As a result the application graphs of the set that are able to perform the same outputs considering the same inputs share more tasks than totally randomly chosen graphs.

The relevant parameters for the cloud generation are:

- The throughput of each machine: To generate different types of machines the throughput of each machine is randomly chosen in the interval \([\text{min}_{\text{thrgpt}}, \text{max}_{\text{thrgpt}}]\).

- The price of each machine: The price is chosen between 1 and a higher value.

For each parameter set, the cloud renting simulator generates hundred different configurations of applications and clouds. Then for each (application, cloud) configuration couple and for a set of target throughputs it computes the cost values obtained using the ILP and the heuristics.

### B. Results

Using the cloud renting simulator we have tested several (application, cloud) configurations to assess the behavior of the ILP and the heuristics. There is no real interest to give all the results so we concentrate here on three of the most interesting parameter settings with small, medium and large application graphs. The tested target throughput \(\rho\) ranges from 20 to 200 with a step size of 10.

### C. Small application graphs

With the first settings we consider the case of small application graphs. We have generated 20 alternative graphs per application that are able to perform the same outputs considering the same inputs. Each graph contains between 5 and 8 tasks. The percentage of tasks that are changed between the initial application graph and the alternative graphs is 50%. The cloud is composed of 5 different types of machines, each costing between 1 and 100 and delivering a throughput between 10 and 100.

Figure 3 shows the normalization of cost values obtained by the heuristics with the optimal solution computed by the ILP. The size of the addressed problem in this case is quite small and it is not surprising that the ILP is always able to compute the optimal solution even if the variables are integer. Note also that the results given by the heuristics are not far from the ILP solution, no more than 6%. The second element that we note is that a hierarchy exists between heuristics. The order between them remains the same throughout the entire experiment even if the baseline solution is given by H1. H32jump performs the
best among our heuristics. Finally we take note that solutions
given by H1 can always be improved.

Figure 4 shows the number of times that each approach
proposes the lowest cost value within the 100 simulations for
each throughput value between 10 to 200. In this simulation
the number of instance types and the size of application graphs
are not large and the ILP still finds the optimal solution.
However, Figure 4 shows that almost all heuristics also find
the optimal solution in more than a quarter of the runs.

Figure 5 shows the run time of the heuristics and the ILP.
H1 almost instantly finds its solutions. H31 is a little faster
than the ILP. H2 and H32 follow very closely. H32jump is the
slowest. As expected, H32jump is by far the slowest, but as
already stated above, this heuristics achieves the best results
apart from the ILP. This latter point can easily be explained
by the fact that H32Jump performs several steepest gradient
algorithms before giving its solution.

D. Medium application graphs

In the second setting we consider the case of medium
application graphs. We have generated 20 alternative graphs
per application and each graph has between 10 and 20 tasks.
The percentage of tasks that are changed between the initial
application graph and the alternative graphs is 30%. The cloud
is composed of 8 different types of machines each costing
between 1 and 100 and delivering a throughput between 10
and 100.

Figure 6 presents the normalized results of this second set-
ting. As for small applications, the order within our heuristics
stays the same: H1 – H2 – H31 – H32 – H32jump. The quality
of the solutions given by the heuristics is also about the same
as for small graphs, within 5% of the ILP solution.

E. Large application graphs

In the third setting we consider the case of medium appli-
cation graphs. We have generated 20 alternative application
graphs that contain between 50 and 100 tasks. The percentage
of tasks that are changed between the initial application graph
and the alternative graphs is 50%. The cloud is composed of
8 different types of machines each costing between 1 and 100
and delivering a throughput between 10 and 50.

Figure 7 shows the normalization of cost values obtained
by the heuristics with the optimal solution computed by the
ILP. In this case the heuristics perform almost identically and the normalized cost shows a performance of more than 99% for throughputs higher than 50: for throughputs sufficiently large, using a single graph (such as the one output by H1) is enough to get close to optimal cost. The solutions given by H1 and H2/H32Jump becomes very close and if another graph is chosen, the higher the target throughput, the smaller its contribution. Indeed our heuristics become asymptotically close to the optimal cost value as the throughput is increasing considering such large application graphs.

In order to find the limits of the ILP we made a larger experiment where we limited the search time of the ILP to 100 s. In this experiment we have generated 10 alternative application graphs that are able to perform the same outputs considering the same inputs. Each graph contains between 100 and 200 tasks. The percentage of tasks that changed between the initial application graph and the alternative graphs is 30%. The cloud is composed of 50 different types of machines each costing between 1 and 100 and delivering a throughput between 5 and 25. Using this configuration the ILP is often not able to find the optimal results. In Figure 8 one can see that for a throughput larger than 100, the ILP reaches the time limit of 100 s. Note that increasing the time limit value from 100 s to 5 minutes (300 s) does not significantly improve the result. In this case the ILP still its current solution with smallest cost, but it is able to guarantee that it is optimal.

F. Summary

Our experiments show that even if the case of multi-DAG applications with shared task types is a NP-complete problem, an efficient ILP solver allows to compute optimal solutions, i.e., an allocation with the smallest cost, for small and medium sized solutions. On the other hand for applications with a large number of tasks, i.e., more than hundred tasks, the ILP fails to find the optimal solution. It generally returns a good solution but not always the best. It also generates much longer computing times when the number of tasks increase.

In the lack of such a solver, the best graph heuristics given by heuristic H1 allows to compute allocations with minimal cost overhead (in most of the cases the overhead is less than 2% of the optimal solution). All in all improved heuristic solutions does not allow to achieve more than 5% over the naive H1 approach, in the tested configurations. We also show that the naive H1 approach leads to solutions whose cost becomes asymptotically close to the optimal cost value when this one can be found using the ILP.

IX. Conclusion

In this paper, we investigate the problem of renting resources on the cloud for one application that can be described in several ways, each one by one different application graph (DAG). Indeed, as resources on the cloud are massively heterogeneous, one application can be described by several graphs. The considered applications are workflow applications that have to achieve a target throughput. The issue is to find the suitable throughput distribution between DAGs and then the rented instances corresponding to these graphs corresponding to the part of the target throughput that they have to perform. We show that, in some cases, this problem can be optimally solved using dynamic programming approach even if the problem is known to be NP-complete in the weak sens (knapsack problem using negative loads). But this problem becomes unfortunately harder in the most general cases when application graphs can share tasks and thus machines that perform these shared tasks. The real complexity of the most general problem remains open (obviously at least NP-Complete in a weak sens). However we propose a characterization of the optimal solution by designing an Integer Linear Program. If an efficient solver is used, optimal solutions can be found as shown in the experimental section of the paper. As solving such an ILP can not be guaranteed, we propose several efficient heuristics that are able to reach solutions very close to the optimal solution in many cases as shown by numerous simulations. Our approaches lead to solutions that are less than 6% from the optimal value and this percentage decreases when the target throughput increases. For future work we plan to test our approach on real applications and we will then try to integrate our solution as a pre-step before the deployment.
phase in existing Cloud deployment systems like Pegasus or CometCloud.
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