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Abstract

Modern component frameworks support continuous deployment and simultaneous execution of multiple software components on top of the same virtual machine. However, isolation between the various components is limited. A faulty version of any one of the software components can compromise the whole system by consuming all available resources. In this paper, we address the problem of efficiently identifying faulty software components running simultaneously in a single virtual machine. Current solutions that perform permanent and extensive monitoring to detect anomalies induce high overhead on the system, and can, by themselves, make the system unstable. In this paper we present an optimistic adaptive monitoring system to determine the faulty components of an application. Suspected components are finely analyzed by the monitoring system, but only when required. Unsuspected components are left untouched and execute normally. Thus, we perform localized just-in-time monitoring that decreases the accumulated overhead of the monitoring system. We evaluate our approach on two case studies against a state-of-the-art monitoring system and show that our technique correctly detects faulty components, while reducing overhead by an average of 93%.
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1. Introduction

Many modern computing systems require precise performance monitoring to deliver satisfying end user services. For example, in pervasive, ubiquitous, building management or Internet of Things systems, devices that are part of the system have limited resources. The precise exploitation of these limited resources is important to take the most out of these systems, therefore requiring a fine and dynamic resource monitoring. Many other examples exist in the area of cloud computing where the notion of elasticity and on demand deployment is key to enable dynamic adaptation to user demand [1]. Indeed, the elasticity management mechanism in charge of allocating and shrinking computing resources to match user demand, requires a precise performance monitoring of the application to determine when to increase or decrease the amount of allocated resources. Another example can be found in the cloud computing domain at the Software as a Service level when services with various Quality of Services (QoS) are offered to end users. The differentiation of QoS between two users of the same services requires a precise performance monitoring of the system to cope with the specified QoS.

To implement such behavior, these modern computing systems must exhibit new properties, such as the dynamic adaptation of the system to its environment [2] and the adaptation of the system to available resources [3]. Modern Component based frameworks have been designed to ease the developers’ tasks of assembling, deploying and adapting a distributed system. By providing introspection, reconfiguration, advanced technical services, among other facilities [4], component frameworks are good candidate to assist software developers in developing resource-aware system. These frameworks provide extensible middleware and assist developers in managing technical issues such as security, transaction management, or distributed computing. They also support the simultaneous execution of multiple software components on the same virtual machine [5–7].

Current monitoring mechanisms [8–10] continuously interact with the monitored application to obtain precise data regarding the amount of memory and I/O used, the time spent executing a particular component or the number of call to a particular interface. Despite their precision, these monitoring mechanisms induce high overhead on the application; this prevents their use in production environments. The overhead of a monitoring mechanism can be up to a factor of 4.3 as shown in the results presented in [11]. As we discuss in Section 4 the performance overhead grows with the size of the monitored software. Thus, overhead greatly limits the scalability and usage of monitoring mechanisms.

In this paper, we address excessive overhead in monitoring approaches by introducing an optimistic adaptive monitoring system that provides lightweight global monitoring under normal conditions, and precise and localized monitoring when problems are detected. Although our approach reduces the accumulated amount of overhead in the system, it also introduces a delay in finding the source of a faulty behaviour. Our objective is to provide an acceptable trade-off between the overhead and the delay to identify the source of faulty behaviour in the system. Our approach targets component-models written in object-oriented languages, and it is only able to monitor the resource consumption of components running atop a single execution environment. In this paper,
we discuss how we can leverage our proposal to provide the foundations for resource consumption monitoring in distributed environments.

Our optimistic adaptive monitoring system is based on the following principles:

- **Contract-based resource usage.** The monitoring system follows component-based software engineering principles. Each component is augmented with a contract that specifies their expected or previously calculated resource usage [12]. The contracts specify how a component uses memory, I/O and CPU resources.

- **Localized just-in-time injection and activation of monitoring probes.** Under normal conditions our monitoring system performs a lightweight global monitoring of the system. When a problem is detected at the global level, our system activates local monitoring probes on specific components in order to identify the source of the faulty behaviour. The probes are specifically synthesized according to the component’s contract to limit their overhead. Thus, only the required data are monitored (e.g., only memory usage is monitored when a memory problem is detected), and only when needed.

- **Heuristic-guided search of the problem source.** We use a heuristic to reduce the delay of locating a faulty component while maintaining an acceptable overhead. This heuristic is used to inject and activate monitoring probes on the suspected components. However, overhead and latency in finding the faulty component are greatly impacted by the precision of the heuristic. A heuristic that quickly locates faulty components will reduce both delays and the accumulated overhead of the monitoring system. We propose using Models@run.time techniques in order to build an efficient heuristic.

The evaluation of our optimistic adaptive monitoring system shows that, in comparison to other state-of-the-art approaches, the overhead of the monitoring system is reduced by up to 93%. Regarding latency, our heuristic reduces the delay to identify the faulty component when changing from global, lightweight monitoring to localized, just-in-time monitoring. We also present a use case to highlight the possibility of using Scapegoat on a real application, that shows how to automatically find buggy components on a scalable modular web application.

An early version of the Scapegoat monitoring framework is presented in [13]. This paper introduces four new majors contributions:

- The paper includes a new mechanism to monitor memory consumption that can be turned on/off. In [13], memory monitoring cannot be turned off. As a consequence, the probes used to account for memory consumption are always activated. This impacts the performance of the system even when in global monitoring mode. In this paper, we propose a mechanism to avoid any kind of overhead when in global monitoring mode thank to the new monitoring mechanism. Using this new mechanism we reduce even more the performance overhead in terms of CPU consumption and we avoid overhead in terms of memory consumption.

- New experiments to assess the performance impact of the proposed mechanism to compute memory consumption monitoring.
• In addition to the experiments proposed in [13], a new use case is used to evaluate the monitoring framework.

• We show how to generalize the approach to deal with properties other than CPU, memory and related resources.

The remainder of this paper is organized as follows. Section 2 presents the background on Models@run.time and motivates our work through a case study which is used to validate the approach. Section 3 provides an overview of the Scapegoat framework. It highlights how the component contracts are specified, how monitoring probes are injected and activated on-demand, how the ScapeGoat framework enables the definition of heuristics to detect faulty components without activating all the probes, and how we benefit from Models@run.time to build efficient heuristics. Section 4 validates the approach through a comparison of detection precision and detection speed with other approaches. Section 5 presents a use case based on an online web application\(^1\) which leverages software diversity for safety and security purposes. In Section 6 highlights interesting points and ways to apply our approach to other contexts. Finally, Section 7 discusses related work and Section 8 discusses the approach and presents our conclusion and future work.

2. Background and motivating example

2.1. Motivating example

In this section we present a motivating example for the use of an optimistic adaptive monitoring process in the context of a real-time crisis management system in a fire department. During a dangerous event, many firefighters are present and need to collaborate to achieve common goals. Firefighters have to coordinate among themselves and commanding officers need to have an accurate real-time view of the system.

The Daum project\(^2\) provides a software application that supports firefighters in these situations. The application runs on devices with limited computational resources because it must be mobile and taken on-site. It provides numerous services for firefighters depending on their role in the crisis. In this paper we focus on the two following roles:

• A collaborative functionality that allows commanding officers to follow and edit tactical operations. The firefighters’ equipment include communicating sensors that report on their current conditions.

• A drone control system which automatically launches a drone equipped with sensors and a camera to provide a different point-of-view on the current situation.

As is common in many software applications, the firefighter application may have a potentially infinite number of configurations. These configurations depend on the number of firefighters involved, the type of crisis, the available devices and equipment.

---

\(^1\)http://cloud.diversify-project.eu/

\(^2\)https://github.com/daumproject
among other parameters. Thus, it is generally not possible to test all configurations to guarantee that the software will always function properly. Consequently, instead of testing all configurations, there is a need to monitor the software’s execution to detect faulty behaviours and prevent system crashes. However, fine-grained monitoring of the application can have excessive overhead that makes it unsuitable with the application and the devices used in our example. Thus, there is a need for an accurate monitoring system that can find faulty components while reducing overhead.

The Daum project has implemented the firefighter application using a Component Based Software Architecture. The application makes extensive use of the Kevoree\textsuperscript{3} component model and runtime presented below.

\subsection{Kevoree}

Kevoree is an open-source dynamic component platform, which relies on Models@run.time\textsuperscript{4} to properly support the dynamic adaptation of distributed systems. Our use case application and the implementation of the Scapegoat framework make extensive use of the Kevoree framework. The following subsections detail the background on component-based software architecture, introduce the Models@run.time paradigm and give an overview of the Kevoree platform.

\subsubsection{Component-based software architecture}

Software architecture aims at reducing complexity through abstraction and separation of concerns by providing a common understanding of component, connector and configuration\textsuperscript{5}. One of the benefits is that it facilitates the management of dynamic architectures, which becomes a primary concern in the Future Internet and Cyber-Physical Systems\textsuperscript{6}. Such systems demand techniques that let software react to changes by self-organizing its structure and self-adapting its behavior\textsuperscript{7}. Many works\textsuperscript{8} have shown the benefits of using component-based approaches in such open-world environments\textsuperscript{9}.

To satisfy the needs for adaptation, several component models provide solutions to dynamically reconfigure a software architecture through, for example, the deployment of new modules, the instantiation of new services, and the creation of new bindings between components\textsuperscript{10}. In practice, component-based (and/or service-based) platforms like Fractal\textsuperscript{11}, OpenCOM\textsuperscript{12}, OSGi\textsuperscript{13} or SCA\textsuperscript{14} provide platform mechanisms to support dynamic architectures.

\subsubsection{Models@run.time}

Built on top of dynamic component frameworks, Models@run.time denote model-driven approaches that aim at taming the complexity of dynamic adaptation. It basically pushes the idea of reflection\textsuperscript{15} one step further by considering the reflection-layer as a real model: “something simpler, safer or cheaper than reality to avoid the complexity, danger and irreversibility of reality”. In practice, component-based and service-based platforms offer reflection APIs that allow introspecting the application (e.g., which components and bindings are currently in place in the system) and dynamic adaptation

\footnote{http://www.kevoree.org}
(e.g., changing the current components and bindings). While some of these platforms offer rollback mechanisms to recover after an erroneous adaptation [33], the purpose of Models@run.time is to prevent the system from actually enacting an erroneous adaptation. In other words, the “model at runtime” is a reflection model that can be decoupled from the application (for reasoning, validation, and simulation purposes) and then automatically resynchronized. This model can not only manage the application’s structural information (i.e., the architecture), but can also be populated with behavioural information from the specification or the runtime monitoring data.

2.2.3. The Kevoree framework

Kevoree provides multiple concepts that are used to create a distributed application that allows dynamic adaptation. The Node concept is used to model the infrastructure topology and the Group concept is used to model the semantics of inter-node communication, particularly when synchronizing the reflection model among nodes. Kevoree includes a Channel concept to allow for different communication semantics between remote Components deployed on heterogeneous nodes. All Kevoree concepts (Component, Channel, Node, Group) obey the object type design pattern [34] in order to separate deployment artifacts from running artifacts.

Kevoree supports multiple execution platforms (e.g., Java, Android, MiniCloud, FreeBSD, Arduino). For each target platform it provides a specific runtime container. Moreover, Kevoree comes with a set of tools for building dynamic applications (a graphical editor to visualize and edit configurations, a textual language to express reconfigurations, several checkers to valid configurations).

As a result, Kevoree provides a promising environment by facilitating the implementation of dynamically reconfigurable applications in the context of an open-world environment. Because our goal is to design and implement an adaptive monitoring system, the introspection and the dynamic reconfiguration facilities offered by Kevoree suit the needs of the ScapeGoat framework.

3. The ScapeGoat framework

Our optimistic adaptive monitoring system extends the Kevoree platform with the following principles: i) component contracts that define per-component resource usage, ii) localized and just-in-time injection and activation of monitoring probes, iii) heuristic-guided faulty component detection. The following subsections present an overview of these three principles in action.

3.1. Specifying component contracts

In both the Kevoree and ScapeGoat approaches, we follow the contract-aware component classification [12], which applies B. Meyer’s Design-by-Contract principles [35] to components. In fact, ScapeGoat provides Kevoree with Quality of Service contract extensions that specify the worst-case values of the resources the component uses. The resources specified are memory, CPU, I/O and the time to service a request. The exact semantic of a contract in ScapeGoat is: the component will consume at most $X$ resource if it receives at most $N$ requests on its provided ports.
For example, for a simple Web server component we can define a contract on the number of instructions per second it may execute [10] and the maximum amount of memory it can consume. The number of messages can be specified per component or per component-port. In this way, the information can be used to tune the usage of the component roughly or detailedly. An example is shown in Listing 1. This contract extension follows the component interface principle [36], and allows us to detect if the problem comes from the component implementation or from a component interaction. That is, we can distinguish between a component that is using excessive resources because it is faulty, or because other components are calling it excessively.

```
add node0.WsServer650 : WsServer

// Specify that this component can use 2580323 CPU
// instructions per second
set WsServer650.cpu_wall_time = 2580323 intr/sec

// Specify that this component can consume a maximum of 15000
// bytes of memory
set WsServer650.memory_max_size = 15000 bytes

// Specify that the contract is guaranteed under the assumption that
// we do not receive more than 10k messages on the component and
// 10k messages on the port named service
// (this component has only one port)
set WsServer650.throughput_all_PORTS = 10000 msg/sec
set WsServer650.throughput_PORTS.service = 10000 msg/sec
```

Listing 1: Component contract specification example

In addition, there is a global contract for each node of the distributed application. This contract is used for the monitoring framework to drive the adaptation of the system. It simply states when the application container is running out of resource. When this condition is detected, Scapegoat starts to actively compute the resource consumption of different components. Figure 2 depicts a simple contract where an application container (node0) is used. In this case, Scapegoat activates only if the CPU consumption is over 80% or the memory consumption is over 70%.

```
// there is a device in the system
add node0 : JavaNode

// the system is running out of resources if the CPU consumption is over 80%
set node0.cpu_threshold = 80%

// the system is running out of resources if the memory consumption is over 70% of the maximum heap size
set node0.memory_threshold = 70%
```

Listing 2: Global contract specification example

---

4Contract examples for the architecture presented in section 2.1 can be found at [http://goo.gl/uCZ2Mv](http://goo.gl/uCZ2Mv).
3.2. An adaptive monitoring framework within the container

Scapegoat provides a monitoring framework that adapts its overhead to current execution conditions and leverages the architectural information provided by Kevoree to guide the search for faulty components. The monitoring mechanism is mainly injected within the component container.

Each Kevoree node/container is in charge of managing the component’s execution and adaptation. Following the Models@run.time approach, each node can be sent a new architecture model that corresponds to a system evolution. In this case, the node compares its current configuration with the configuration required by the new architectural model and computes the list of individual adaptations it must perform. Among these adaptations, the node is in charge of downloading all the component packages and their dependencies, and loading them into memory. During this process, Scapegoat provides the existing container with (i) checks to verify that the system has enough resources to manage the new component, (ii) instrumentation for the component’s classes in order to add bytecode for the monitoring probes, and iii) communication with a native agent that provide information about heap utilization. Scapegoat uses the components’ contracts to check if the new configuration will not exceed the amount of resources available on the device. It also instruments the components’ bytecode to monitor object creation (to compute memory usage), to compute each statement (for calculating CPU usage), and to monitor calls to classes that wrap I/O access such as the network or file-system. In addition, Scapegoat provides a mechanism to explore the Java heap and to account for memory consumption with an alternative mechanism.

We provide several instrumentation levels that vary in the information they obtain and in the degree they impact the application’s performance:

- **Global monitoring** does not instrument any components, it simply uses information provided directly by the JVM.
- **Memory instrumentation** or memory accounting, which monitors the components’ memory usage.
- **Instruction instrumentation** or instruction accounting, which monitors the number of instructions executed by the components.
- **Memory and instruction instrumentation**, which monitors both memory usage and the number of instructions executed.

Probes are synthesized according to the components’ contracts. For example, a component whose contract does not specify I/O usage will not be instrumented for I/O resource monitoring. All probes can be dynamically activated or deactivated. Note that due to a technical limitation, one of the two probes implemented to check memory consumption must be always activated. This memory consumption probes, based on bytecode instrumentation must, remain activated to guarantee that all memory usage is properly accounted for, from the component’s creation to the component’s destruction. Indeed, deactivating this memory probes would cause object allocations to remain unaccounted for. However, probes for CPU, I/O usage and the second probe for memory can be activated on-demand to check for component contract compliance.

We propose two different mechanisms to deal with memory consumption. The first mechanism is based on bytecode instrumentation and accounts for each object created.
As mentioned previously, this mechanism cannot be disabled. The second mechanism is a just-in-time exploration of the JVM heap, performed on demand. These two mechanisms differ in i) when the computation to account for consumption is done, ii) how intensive it is, and iii) in the way the objects are accounted for. Computations in the first mechanism are spread throughout the execution of the application, short and lightweight operations are executed every time a new object instance is created or destroyed. Objects are always accounted to the component that creates them. Computations in the second mechanism occur only on demand but are intensive because they involve traversing the graph of living objects in the heap. The accounting policy follows the paradigm of assigning objects to the component that is holding them and, if an object is reachable from more than one component, it is accounted to either one randomly, as suggested in [37]. In this paper, we call this second mechanism **Heap Exploration**.

We minimize the overhead of the monitoring system by activating selected probes only when a problem is detected at the global level. We estimate the most likely faulty components and then activate the relevant monitoring probes. Following this technique, we only activate fine-grain monitoring on components suspected of misbehavior. After monitoring the subset of suspected components, if any of them are found to be the source of the problem, the monitoring system terminates. However, if the subset of components is determined to be healthy, the system starts monitoring the next most likely faulty subset. This occurs until the faulty component is found. If no components are found to be faulty, we fallback to global monitoring. If the problem still exists the entire process is restarted. This can occur in cases where, for example, the faulty behavior is transient or inconsistent. The monitoring mechanism implemented in ScapeGoat is summarized in listing 3.

As a result, at any given moment, applications must be in one of the following monitoring modes:

- **No monitoring.** The software is executed without any monitoring probes or modifi-
Global monitoring. Only global resource usage is being monitored, such as the CPU usage and memory usage at the Java Virtual Machine (JVM) level.

Full monitoring. All components are being monitored for all types of resource usage. This is equivalent to current state-of-the-art approaches.

Localized monitoring. Only a subset of the components are monitored.

Adaptive monitoring. The monitoring system changes from Global monitoring to Full or Localized monitoring if a faulty behaviour is detected.

For the rest of this paper we use the term all components for the adaptive monitoring policy that indicates that the system changes from global monitoring mode to full monitoring mode if and when a faulty behaviour is detected.

3.2.1. ScapeGoat’s architecture

The Scapegoat framework is built using the Kevoree component framework. Scapegoat extends Kevoree by providing a new Node Type and three new Component Types:

Monitored Node. Handles the admission of new components by storing information about resource availability. Before admission, it checks the security policies and registers components with a contract in the monitoring framework. Moreover, it intercepts and wraps class loading mechanisms to record a component type’s loaded classes. Such information is used later to (de)activate the probes.

Monitoring Component. This component type is in charge of checking component contracts. Basically, it implements a complex variant of the algorithm in listing 3. It communicates with other components to identify suspected components.

Ranking Component. This is an abstract Component Type; therefore it is user customizable. It is in charge of implementing the heuristic that ranks the components from the most likely to be faulty to the least likely.

Adaptation component. This component type is in charge of dealing with the adaptation of the application when a contract violation is detected. It is also a customizable component. The adaptation strategy whenever a faulty component is discovered is out of scope of this paper. Nevertheless, several strategies may be implemented in Scapegoat, such as removing faulty components or slowing down communication between components when the failure is due to a violation in the way one component is using another.

3.2.2. Extensibility of the ScapeGoat Framework

The scapegoat framework has been built with the idea of being as generic as possible, thus supporting various extensions and specializations. In this section we discuss the extension points provided by the ScapeGoat framework.

Heuristics used to rank suspected faulty components can be highly specialized and, as we show in section 4, have a remarkable impact on the behavior of ScapeGoat. A new heuristic is created by defining a component that implements an interface to provide a ranking of the suspected components. To do so, a context is sent with each
ranking request on this component. This context is composed of three elements, i) a model that describes the components and links of the deployed application, ii) a history that contains all the models that have been deployed on the platform, and iii) a history of failures composed of metadata regarding what components have failed as well as why and when it happened. In this paper, we present three heuristics. The first heuristic is proposed in section 3.3 and shows how we can leverage the Models@Run.time paradigm to guide the framework in finding the component that is behaving abnormally. Due to their simplicity, the other two heuristics are presented in section 4 where we use them to evaluate the behavior of ScapeGoat.

The mechanism for creating new heuristics is based on the strategy design pattern. Figures 1 and 2 illustrates this extension point.

A second extensible aspect of the framework is the admission control system. The framework provides an API to hook user-defined actions when new components are submitted for deployment. Basic data describing the execution platform in terms of resource availability, information about the already deployed components and the new component’s contract are sent to the user-defined admission control system. On each request, the admission control system has to accept or refuse the new component. In this paper, we are using an approach which check the theoretical availability of resources whenever a component is deployed, and accept the new component if the contract can fit in the remaining available resources. ScapeGoat is meant to support other policies as, for instance, overcommitment.
A last element that can be specialized to user needs is the contracts semantic. In section 3.1 we describe how we interpret the contract in this work. However, it is possible to define other contract semantics, for instance, accepting values that are closed to the limit defined in the contract, or using fuzzy values instead of sharp values. It is worth noting that modifying the semantic of the contract would likely involved redefining the domain-specific language to describe contract and also modifying the admission control system.

3.2.3. Implementation strategy

Scapegoat aims at minimizing monitoring overhead when the framework is monitoring the global behavior of the JVM. To achieve this, ScapeGoat uses as few probes as possible when executing in global monitoring mode. Only when it is necessary, ScapeGoat activates the required probes. This features are implemented in the framework in three modules that are in charge of different concerns: a module to activate/deactivate the probes, a module to collect the resource usage, and a module to compute what components should be carefully monitored. In this section we focus on the modules for activating/deactivating probes and for collecting information of resource usage because they required considerable engineering effort. Notice, however, that this module is executed on demand when the framework already decides the monitoring mode to use and what components to monitor.

Module to activate/deactivate probes. In ScapeGoat we use bytecode instrumentation to perform localized monitoring. However, instead of doing as previous approaches that manipulate the bytecode that defines components just when the component’s code is executed for the first time, we modify the bytecode many times during components’ life. Every time the monitoring mode is changed we either activate or deactivate the probes by simply inserting them in the bytecode or by removing them. Implementing this mechanism at per-component basis requires knowing all the classes that have been loaded for a component. This information is kept using a dictionary in which we treat a component’s id as a key and a set of class names as a value. The dictionary is filled using the traditional classloader mechanism of Java. In short, when a class is loaded on behalf of a component, we detect the class name and the thread that is loading the class. Using the thread’s id we are able to identify the component because we use special naming conventions for each thread executing the initial code of a component. When probes are activated/deactivated on a component, iterating over the set of class names allows the re-instrumentation of each involved class.

The probes perform two actions: collecting data about the local usage of resources (e.g., objects recently allocated, instructions executed in the current basic block, bytes sent through the network), and notifying to the resource consumption monitor about the collected data. Some data we collect is computed statically when the bytecode is loaded. This includes the size of each basic block and the size of each object allocated when the size of each instance of the class is already known. Other data, such as bytes sent through the network or the size of allocated arrays, can only by collected dynamically when the code is running. To notify about the collected data we use simple method calls to a proxy class in charge of forwarding the data to the monitoring module. Probes to detect CPU consumption are inserted at the end of each basic block. These
probes collect the size in number of instructions of its container basic block. Probes for IO throughput and network bandwidth are added in a few selected method defined in classes of the Java Development Kit (JDK). These probes take the needed information from local variables (e.g., number of bytes) and call the proxy class.

Our implementation, which is built using the ASM library \(^5\) for bytecode manipulation and a Java agent to get access to and transform the classes, is based on previous approaches to deal with resource accounting and profiling in Java \([10, 38, 39]\). As in previous approaches, we compute the length of each basic block to count the number of executed instructions and we try to keep a cache of known methods with a single basic block. Moreover, we compute the size of each object once it is allocated and we use weak references instead of finalizers to deal with deallocation.

Module to collect information regarding resource usage. In Scapegoat, there are two mechanisms to collect information about how components consume resources.

The first mechanism is able to capture the usage of CPU, IO throughput, network bandwidth and memory. Every time a probe that was inserted in the code of a component is executed, the proxy class forwards the local resource usage to the module in charge of collecting the resource usage. Along with the local resource usage, probes also notify the id of the components consuming resource. Such data is then used to aggregate the global consumption of each component. It is worth noting that, when this first mechanism is used to collect memory consumption, on object is always accounted as consumed for the component responsible for its initial allocation. In short, no matter whether the initial component \(C\) that allocates the object no longer held a reference to an object \(O\), as long as \(O\) remains in memory, \(C\) is accounted for its consumption. Moreover, as was already mentioned, using this mechanism is not possible to deactivate the probes related to memory consumption.

On the contrary, the second mechanism is only useful to collect information about memory consumption. The advantages of this method are: we can leverage the proposed optimistic monitoring because it executes only on demand, and it has no impact on the number of objects allocated in memory because no weak references are used. However, in this method an object \(O\) is consumed not for the component that allocates it but for those components that held references to it. As a consequence, in certain occasions the framework states that an object is being consumed for many components at the same time. We built this solution on top of the JVM Tool Interface (JVMTI) by implementing the algorithm proposed in \([37, 40]\), with the main difference being that our solution works without modifying the garbage collector. In summary, this algorithm simply try to find those objects that are reachable from the references of each component. It does so by traversing the graph of live object using as the component instance and its threads as roots of the traversal. Since our approach does not require a modification to the garbage collector, it is portable and works with different garbage collector implementations.

\(^{5}\)asm.ow2.org
3.3. Leveraging Models@run.time to build an efficient monitoring framework

As presented in section 3.2, our approach offers a dynamic way to activate and deactivate fine-grain localized monitoring. We use a heuristic to determine which components are more likely to be faulty. Suspected components are the first to be monitored.

Our framework can support different heuristics, which can be application or domain-specific. In this paper we propose a heuristic that leverages the use of the Models@run.time approach to infer the faulty components. The heuristic is based on the assumption that the cause of newly detected misbehavior in an application is likely to come from the most recent changes in the application. This can be better understood as follows:

- recently added or updated components are more likely to be the source of a faulty behaviour;
- components that directly interact with recently added or updated components are also suspected.

We argue that when a problem is detected it is probable that recent changes have led to this problem, or else, it would have likely occurred earlier. If recently changed components are monitored and determined to be healthy, it is probable that the problem comes from direct interactions with those components. Indeed, changes to interactions can reveal dormant issues with the components. The algorithm used for ranking the components is presented in more detail in listing 4. In practice, we leverage the architectural-based history of evolutions of the application, which is provided by the Models@run.time approach.

Listing 4 shows two routines, but only routine ranker is public. It can be called by the monitoring system when it is necessary to figure out in what order components must be carefully monitored. After initializing an empty list which will hold the rank, the algorithm starts to iterate in line 4 over the history of models that have been installed in the system. As mentioned, this history contains a sorted set of models that describe what components have been installed in the system. Within each iteration, the algorithm first computes in line 5 the set of components that were installed at such a point in time. Afterwards, these components are added to the result. The next step, executed at lines 8 and 9, is finding those components that are directly connected to components that were added to the application at this point in time. Finally, these neighbors are added to the rank after being sorted. Routine sort simply sorts a set of components using as criteria the time at which components where installed in the system.

3.4. What kind of failures is Scapegoat able to detect?

It is worth discussing in what contexts developers can leverage the proposed monitoring framework. Scapegoat is a framework implemented at the application level; this has important implications from a security point of view that depend on particularities of the target technology. For instance, using a Java implementation of Scapegoat in a completely open-world environment poses the same challenges as using OSGi in to create an open platform where untrusted stakeholders can deploy OSGi bundles. This is, due to the lack of isolation in the JVM, a malicious stakeholder can corrupt other OSGi bundles or, in the case of Scapegoat, it can corrupt the framework.
Scapegoat is nevertheless useful in many contexts. For instance, it can detect components with development errors, and components in which the implementation do not follow the specification. In addition, the framework is capable of detecting small differences in the resource consumption of components with similar functional behavior. Hence, it is useful to choose what component to deploy in order to improve the QoS. Finally, Scapegoat can also provide hints of malicious attacks such as denial-of-services attacks because it is able to pinpoint the real source of the excessive resource consumption when several components are interacting. This does not mean that you can fully trust Scapegoat as a tool to avoid malicious attacks. In other words, Scapegoat is susceptible to false negatives (unreported attacks) but we can expect that it will trigger few false positives (reporting nonexistent attacks).

4. ScapeGoat Performance Evaluation

In this section we present a first series of experiments and discuss the usability of our approach. We focus on the following research questions to assess the quality and the efficiency of ScapeGoat:

- What is the impact of the various levels of instrumentation on the application? Our approach assumes high overhead for full monitoring and low overhead for a lightweight global monitoring system. The experiments presented in section 4.2 show the overhead for each instrumentation level.
What is the performance cost of using instrumentation-based and heap-exploration-based memory monitoring? Since both mechanisms have by design different features, the experiments in section 4.2 show the overhead each mechanism produces.

Does our adaptive monitoring approach have better performance than state-of-the-art monitoring solutions? The experiment presented in section 4.3 highlights the performances benefits of our approach considering a real-world scenario.

What is the impact of using a heuristic in our adaptive monitoring approach? The experiment presented in section 4.4 highlights the impact of the application and component sizes, and the need of a good heuristic to quickly identify faulty components.

The efficiency of our monitoring solution is evaluated on two dimensions: the overhead on the system and the delay to detect failures. We show there is a trade-off between the two dimensions and that ScapeGoat provides a valuable solution that increases the delay to detect a faulty component but reduces accumulated overhead. This evaluation has been conducted on a Cyber Physical System case study. It corresponds to a concrete application that leverage the Kevoree framework for dynamic adaptation purpose.

We have built several use cases based on a template application from our motivating example in section 2.1. We reused an open-source crisis-management application for firefighters that has been built with Kevoree components. We use two functionalities of the crisis-management application. The first one is for managing firefighters. The equipment given to each firefighter contains a set of sensors that provides data for the firefighter’s current location, his heartbeat, his body temperature, his acceleration movements, the environmental temperature, and the concentration of toxic gases. These data are collected and displayed in the crisis-management application, which provides a global-view of the situation. The second functionality uses drones to capture real-time video from an advantageous point-of-view.

Figure 3 shows the set of components that are involved in our use-case, including components for firefighters, drones and the crisis-management application6. The components in the crisis-management application are used in our experiments, but the physical devices (drones and sensors) are simulated through the use of mock components. The application presents two components: the first one is a web browser that shows information about each firefighter in the terrain, and the second one allows to watch the video being recorded by any drone in the field. A Redis database is used to store the data that is consumed for the application’s GUI.

Every use case we present extends the crisis-management base application by any one of the following possibilities: adding new or redundant components, adding external Java applications with wrapper components (e.g., Weka, DaCapo), or modifying existing components (e.g., to introduce a fault into them). Using this template in the
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6More information about these components is given in http://goo.gl/x64wHG
experiments allow us to measure the behavior of our proposal in a more realistic environment where many components with different features co-exist.

4.1. Measurement Methodology

To obtain comparable and reproducible results, we used the same hardware across all experiments: a laptop with a 2.90GHz Intel(R) i7-3520M processor, running Fedora 19 with a 64 bit kernel and 8GiB of system memory. We used the HotSpot Java Virtual Machine version 1.7.0_67, and Kevoree framework version 5.0.1. Each measurement presented in the experiment is the average of ten different runs under the same conditions.

The evaluation of our approach is tightly coupled with the quality of the resource consumption contracts attached to each component. We built the contracts following classic profiling techniques. The contracts were built by performing several runs of our use cases, without inserting any faulty components into the execution. Firstly, we executed the use cases in an environment with global monitoring activated to get information for the global contract. Secondly, per-component contracts were created by running the use cases in an environment with full monitoring.

4.2. Overhead of the instrumentation solution

Our first experiment compares the various instrumentation levels to show the overhead of each one. In this section, Memory instrumentation refers to the technique for accounting memory which leverage bytecode instrumentation, while Heap Exploration refers to the memory accounting technique which leverage on-demand heap exploration. In this experiment, we compare the following instrumentation levels: No monitoring,
Global monitoring, Memory instrumentation, Instructions instrumentation, Memory and instructions instrumentation (i.e., Full monitoring). We also evaluate the impact on performance of the two fine-grain memory monitoring approaches we proposed: instrumentation-based and heap-dump-based.

In this set of experiments we used the DaCapo 2006 benchmark suite [41]. We developed a Kevoree component to execute this benchmark. The container was configured to use full monitoring and the parameters in the contract are upper bounds of the real consumption.

In the set of experiments we used the DaCapo 2006 benchmark suite [41]. We developed a Kevoree component to execute this benchmark [7]. The container was configured to use full monitoring and the parameters in the contract are upper bounds of the real consumption.

Figure 4 shows the execution time of several DaCapo tests under different scenarios when only instrumentation is used to provide fine-grain monitoring. First, we wish to highlight that Global monitoring introduces no overhead compared with the No monitoring mode. Second, the overhead due to memory accounting is lower than the overhead due to instruction accounting. This is very important because, as we described in section 3.2, memory probes cannot be deactivated dynamically.

To perform the comparison, we evaluate the overhead produced for each monitoring mode. We calculated the overhead as:

\[
\text{overhead} = \frac{\text{WithInstrumentation}}{\text{GlobalMonitoring}}
\]

The average overhead due to instruction accounting is 5.62, while the value for memory accounting depends on the monitoring mechanism. If bytecode instrumentation is used, the average overhead is 3.29 which is close to the values reported in [11]. In the case of instruction accounting, these values are not as good as the values reported in [11]; because they obtain a better value between 3.2 and 4.3 for instructions accounting. The performance difference comes from a specific optimization that we chose not to apply. The optimization provides fast access to the execution context by adding a new parameter to each method. Nevertheless, this solution needs to keep a version.
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7http://goo.gl/V5T6De
8Scripts are generated from those available at http://goo.gl/FR8LC7.
of the method without the new parameter because native calls cannot be instrumented like that. We decided to avoid such an optimization because duplication of methods increases the size of the applications, and with it, the memory used by the heap. In short, our solution can reach similar values if we include the mentioned optimization, but at the cost of using more memory. On the other hand, the values we report are far lower than the values reported in [11] for hprof. Hence, we consider that our solution is comparable to state of the art approaches in the literature.

In figure 5 we compare the execution time of the same benchmarks but using different memory monitoring approaches. This comparison is important because, as explained in section 3.2, the two approaches have different CPU footprint. These are controlled experiments where, in order to stress the technique, we demand the execution of a heap exploration step every two seconds, which is not the expected usage pattern. On the contrary, the memory instrumentation technique is executed with the expected usage pattern. In comparison to using memory instrumentation where the average execution time is 3.29, the average overhead in execution time decreases to 1.79 if the Heap Exploration monitoring mechanism is used. This value is better than the value reported in [11]. These results suggest that this technique has less impact on the behavior of applications being monitored.

The results of our experiment shown in figures 4 and 5 demonstrate the extensive impact of the Full monitoring mode, which uses either Memory instrumentation or CPU instrumentation, has on the application. Thus, our Adaptive monitoring mode, which uses Global monitoring and switches to Full monitoring or localized monitoring, has the potential to reduce this accumulated overhead due to the fact that Global monitoring has no appreciable overhead.

In addition, we plan to study alternatives to improve instruction accounting. For example, we plan to study the use of machine learning for monitoring [42]. Based on a machine learning approach, it is possible to train the monitoring system to do the instruction instrumentation. Then, instead of doing normal instruction instrumentation, we might only do, for example, method-calls instrumentation and with the learning data, the monitoring system should be able to infer the CPU usage of each call, whilst
lowering the overhead.

4.3. Overhead of Adaptive Monitoring vs Full Monitoring

The previous experiment highlights the potential of using Adaptive monitoring. However, switching from Global monitoring to either Full or Localized monitoring introduces an additional overhead due to having to instrument components and activate monitoring probes. Our second experiment compares the overhead introduced by the adaptive monitoring with the overhead of Full monitoring as used in state-of-the-art monitoring approaches.

Table 1 shows the tests we built for the experiment. We developed the tests by extending the template application. Faults were introduced by modifying an existing component to break compliance with its resource consumption contract. We reproduce each execution repetitively; thus, the faulty behaviour is triggered many times during the execution of the application. The application is not restarted.

Table 1: Setting for each use case

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Monitored Resource</th>
<th>Faulty Resource</th>
<th>Heuristic</th>
<th>External Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>UC1</td>
<td>CPU, Memory</td>
<td>CPU</td>
<td>number of failures</td>
<td>Weka, train neural network</td>
</tr>
<tr>
<td>UC2</td>
<td>CPU, Memory</td>
<td>CPU</td>
<td>number of failures</td>
<td>dacapo, antlr</td>
</tr>
<tr>
<td>UC3</td>
<td>CPU, Memory</td>
<td>CPU</td>
<td>number of failures</td>
<td>dacapo, chart</td>
</tr>
<tr>
<td>UC4</td>
<td>CPU</td>
<td>CPU</td>
<td>number of failures</td>
<td>dacapo, xalan</td>
</tr>
<tr>
<td>UC5</td>
<td>CPU, Memory</td>
<td>CPU</td>
<td>less number of failures</td>
<td>first</td>
</tr>
<tr>
<td>UC6</td>
<td>Memory</td>
<td>CPU</td>
<td>number of failures</td>
<td>Weka, train neural network</td>
</tr>
</tbody>
</table>

Figure 6 shows the execution time of running the use cases with different scenarios. Each scenario uses a specific monitoring policy (Full monitoring, Adaptive monitoring with All Components, Adaptive monitoring with Localized monitoring, Global monitoring). All these scenarios were executed with the heap explorer memory monitoring policy. This figure shows that the overhead differences between Full monitoring and Adaptive monitoring with All Components is clearly impacted by scenarios that cause the system to transition too frequently between a lightweight Global and a fine-grain Adaptive monitoring. Such is the case for use cases UC3 and UC4 because the faulty component is inserted and never removed. Using Adaptive monitoring is beneficial if the overhead of Global monitoring plus the overhead of switching back and forth to All Components monitoring is less than the overhead of the Full monitoring for the same execution period. If the application switches between monitoring modes too often then the benefits of adaptive monitoring are lost.

The overhead of switching from Global monitoring to full components or Localized monitoring comes from the fact that the framework must reload and instrument classes to activate the monitoring probes. Therefore, using Localized monitoring reduces the number of classes that must be reloaded. This is shown in the third use-case of figure 6, which uses a heuristic based on the number of failures. Because we execute the faulty component many times, the heuristic is able to select, monitor and identify the faulty component quickly. This reduces overhead by 93%. We use the following equation to calculate overhead:
Figure 6: Execution time for some use cases under different monitoring policies.

\[ \text{Gain} = 100 - \frac{\text{Our Approach} - \text{Global Monitoring}}{\text{Full Monitoring} - \text{Global Monitoring}} \times 100 \]

We also evaluate the execution time for each use case using the instrumentation-based memory monitoring mode. The average gain in that case is 81.49\% and, as shown in previous section, in average it behaves worse than the Heap Exploration mechanism. However, it is worth noting that the difference between using memory monitoring based on instrumentation and heap exploration is less remarkable than in the previous experiment. Observe how in test UC4, using a combination of heap exploration and adaptive monitoring with all components behaves worse than using plain instrumentation-based memory monitoring. In this particular test, activating and deactivating the monitoring probes dominate the execution time. Alas, adding a heap exploration step right after the probes are activated, just add some extra overhead. On the contrary, there is no additional step executed when we use instrumentation to measure the memory usage. Apparently, what matter when the all components strategy is guiding the adaptive monitoring is the ratio among the amount of allocations performed by components and the size of those components.

4.4. Overhead from switching monitoring modes, and the need of a good heuristic

As we explain in the previous experiments, even if using Localized monitoring is able to reduce the overhead of the monitoring system, the switch between Global and Localized monitoring introduces additional overhead. If this overhead is too high, the benefits of adaptive monitoring are lost.

In this experiment we show the impact of the application’s size, in terms of number of components, and the impact of the component’s size, in terms of number of classes, on adaptive monitoring. We also show that the choice of the heuristic to select suspected components for monitoring is important to minimize the overhead caused from repeated instrumentation and probe activation processes.

For the use case, we created two components and we introduced them into the template application separately. Both components perform the same task, which is
performing a *primality test* on a random number and sending the number to another component. However, one of the components causes 115 classes to be loaded, while the other only loads 4 classes.

We used the same basic scenario with a varying number of *primality testing’s components* and component sizes. In this way, we were able to simulate the two dimensions of application size. The exact settings, leading to 12 experiments, are defined by the composition of the following constraints:

- \( N_{\text{comp}} = \{4, 8, 16, 32, 64, 128\} \) which defines the number of components for the application
- \( \text{Size}_{\text{comp}} = \{4, 115\} \) which defines the number of classes for a component

With these use cases, we measured the delay to find the faulty component and the execution-time overhead caused by monitoring. Figures 7 and 8 show the delay to detect the faulty component with regards to the size of the application. In the first figure, the component size is 115 classes, and in the second figure, the component size is four classes.

4.4.1. Impact of the application size

Using figures 8 and 10, we see that the size of the application has an impact on the delay to detect faulty components, and also on the monitoring overhead. We also calculated the time needed to find the faulty component with the *All components* mode after its initialization (the time needed to switch from *Global monitoring*). This time is around 2 seconds no matter the size of the application. That is the reason the switch from *Global monitoring* to *All components* has such a large effect on overhead.

These figures also show that using *Localized monitoring* instead of *All components* when switching from *Global monitoring* helps reduce the impact of the application’s size by reducing the number of components to monitor and the number of classes to instrument. However, we also see that using a sub-optimal heuristic may have negatively
impacted the delay to detect faulty components. This can be explained by the multiple switches that the Random heuristic may often require to locate the faulty component.

4.4.2. Impact of the component size

In figures 7 and 8 we can observe that the component size greatly impact the performance and the delay for ScapeGoat to find the faulty component. Similar to the explanation for the application’s size, component size impacts the switch from Global monitoring to Localized monitoring, because of the class reloading and instrumentation. A good heuristic drastically reduces the number of transitions; thus, it has a huge impact on the delay. When the components size increase, the choice of a good heuristics becomes even more important, because the cost of dynamic monitoring probes injection increase with the size of the components.

5. ScapeGoat to spot faulty components in a scalable diverse web application

In this section, we present another application that benefits from the ScapeGoat approach. Although the general goal of spotting components that behave abnormally regarding resource consumption remains the same, with this use case we highlight the possibility of using Scapegoat to automatically find buggy components on a scalable modular web application. The section 5.1 presents an introduction to the application use case, while the remainder of the section deals with the experimental setup and the results.

5.1. Use case presentation

We are applying the ScapeGoat approach to check resource consumption contracts on a web application called MdMS. This application offers a web Content Manage-
Figure 11: Architecture of MdMS along with Scapegoat and additional components to adapt the system.
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The main characteristic of MdMS is that all workers are not pure clones but diverse implementations of the MdMS server stack [43]. This proactive diversification of MdMS targets safety [44] and security [45] purposes. In particular, we have used our recent technique for the automatic synthesis of sosie programs [46] in order to automatically diversify the workers. A sosie is a variant of a program that exhibits the same functionality (passes the same test suite) and a diverse computation (different control or data flow). Sosie synthesis is based on the transformation of the original program through statement deletion, addition or replacement.

While the construction of sosies focuses on preserving functional correctness, it ignores all the non-functional aspects of the program. Consequently, a sosie offers no guarantee regarding its resource consumption and may contain memory leaks or other overhead on resource consumption that can significantly impact the performance of MdMS.

In this experiment, we use ScapeGoat to monitor the resource consumption of the various sosies of the MdMS workers. This technique enables us to identify sosies in a production environment that do not behave according to the resource consumption contracts, allowing the system to remove these workers and use other sosies. Our goal

10 http://cloud.diversify-project.eu/
in this experiment is to answer the following research question:

- Does ScapeGoat correctly identify the faulty components in a system which includes many variants of the same component?

5.2. Experimental setup

We devised this experiment as a scenario where many clients interact with the web application at the same time by adding and removing articles. The stress produced by these requests increases the resource consumption on the server side which is running on top of Kevoree components. Figure 11 depicts the server side’s configuration. Since MdMS is a web application developed on top of RingoJS \(^\text{11}\), a JavaScript runtime written in Java, our sosies include the RingoJS framework and the application that has been wrapped into Kevoree components.

In this experiment, we deploy many of these components as back-end servers of the web application and we use ScapeGoat to monitor the consumption of each server. Their contracts regarding resource consumption were built using the mechanism described in section 4.1 but with the original MdMS worker as a reference component. The application also contains a component acting as a front-end that evenly distributes the requests among back-end servers. This load balancer implements a plain round robin policy.

To produce a realistic load on the web server we have recorded a set of standard activities on the MdMS web site using Selenium \(^\text{12}\). We then use the Selenium facilities to replay these activities many times in parallel to provide the required work load on the server. Our experimental settings feature 120 clients which are scheduled by a pool of 7 concurrent Selenium workers. Each client adds 10 articles to the database through the Website GUI, which represents 16 requests per article, for a total of 19200 requests to the MdMS workers sent through the load balancer. In this experiment, the Selenium workers are executed on the same physical device as the web server, with the same testing platform described in section 4.1.

The experiment is configured as follows. Using the diversification technique described in [46], we synthesized 20 sosies of the MdMS workers. These sosies are used to execute the application with a varying number of back-ends (from 4 to 10). One particular sosie has been modified by hand to ensure that it violates the original component’s contract. We execute all the described components as well as the ScapeGoat components on a single instance of Kevoree.

5.3. Experimentation results

Figure 12 shows the time required on the server side to reply to all the requests sent by Selenium. Although the values might look surprisingly high at first, they are in fact the result of a heavily loaded system. Selenium is actually rendering a couple of web pages for each added article; hence at least 2400 pages are rendered. Moreover, both clients and servers are sharing resources because they run on the same physical device.

\(^{11}\) https://github.com/ringo/ringojs

\(^{12}\) http://www.seleniumhq.org/
This leads to very stable execution times when monitoring is not activated because the number of requests does not change between experiments, the load balancer distributes these requests evenly, and we are using the same physical device to execute all backend servers. In the local monitoring series, the global time to execute decreases until reaching 9 sosies. Although counterintuitive, it is caused by the effect of having localized monitoring and load balancing at the same time. For instance, when four sosies are used, the monitoring probes are periodically injected into one component out of four, hence roughly a quarter of the requests are handled by a slower sosie. However, with eight components the slow execution path is only taken by around 12.5% of the requests. The overhead of Localized monitoring when ten sosies are deployed increases because the physical machine reaches its limit and begins thrashing. As a consequence, low-level interactions with the hardware (e.g. cache misses), the operating system and the JVM slow down the execution. On average, the overhead due to monitoring with both instruction instrumentation and memory instrumentation is 1.59, which is lower than the values shown in section 4.2 for full monitoring despite only one of the instrumentation mechanisms being enabled in those experiments. The values in this section are better even if we are monitoring both resources because we are using the adaptive approach.

In these experiments, we evaluate the accuracy of the output and its quality in terms of the time needed to find the faulty component. ScapeGoat always spots the correct sosie. It does so because it is an iterative process that continues until finding the faulty component. In addition, ScapeGoat does not output false positives during these experiments. The delay to detect faulty components is shown in Figure 13. In this case, the values remain close to 2 seconds no matter the number of sosies used nor the execution time. This behavior is consistent with the experiments in section 4 because we are also using a good heuristic for the use case. It shows that ScapeGoat can spot faulty components with an acceptable delay in a real application.
5.4. Discussion of the use case

This use case shows that ScapeGoat is able to provide useful information in real applications. It also highlights how the framework can help select software variants at runtime in the context of software diversity. Or, more generally, in the field of software oriented architectures where many stakeholders may provide the same services, ScapeGoat can help to choose services. Moreover, this use case leads to a distributed usage of ScapeGoat, where the policies for admission control and resource consumption monitoring can be coordinated among distributed devices.

Finally, in systems where there are many variants of the same component or service, ScapeGoat provides essential information to drive application reconfiguration. For example, the adaptation component in figure 11 may use Scapegoat’s faulty component selection to replace a faulty sosie or to modify the scheduling policy in the load balancer.

5.5. Threats to validity

Our experiments show the benefits of using adaptive monitoring instead of state-of-the-art monitoring approaches. As in every experimental protocol, our evaluation has some bias which we have tried to mitigate. All our experiments are based around the same case study. We have tried to mitigate this issue by using an available real case study. We have also used different settings across our experiments, even if all of the experiments are based on the same case study. Thus, our experiments limit the validity of the approach to applications with the same characteristics of the presented case study. New experiments with other use cases are needed to broaden the validation scope of our approach.

The evaluation of the heuristic mainly shows the potential impact of using an ideal heuristic. More case study and experiments are needed to fully validate the value of our Models@run.time based heuristic.

6. Discussion

In our proposal, the novelty lays on defining a set of conditions and devising a technical solution that allow us to safely change the granularity level of monitoring. Thanks to the existence of these conditions and monitoring technologies is possible to implement what we call optimistic monitoring. It is then worth discussing whether it is possible to use the general idea of optimistic monitoring to observe applications’ properties other than resource consumption. For instance, it would be useful to apply the general idea of our proposal to detect at runtime whether a system meets certain Quality of Service (QoS) requirements. To support the implementation of optimistic monitoring to observe a given property, such a property must meet the following necessary conditions:

- Many monitoring technologies exist. There exists more than one technology to monitor the property and they produce different performance overhead on the application execution. For instance, in our framework we provide lightweight
global monitoring based on the Java Management API, and a more heavy monitoring method based on bytecode instrumentation.

- **Monitoring technologies are replaceable at runtime.** It is possible to turn on/off a monitoring technology many times during the execution of an application. Moreover, the cost of these operations in term of performance overhead are acceptable. For instance, in Java it is possible to activate/deactivate instruction instrumentation and doing so has a reasonable cost as we show in section 4. On the contrary, it would not be possible to adapt the monitoring framework to deal with memory if only memory instrumentation was available.

- **Being optimistic makes sense.** It is reasonable to expect that the monitored property quite often have values that we can monitor using a lightweight technology. For instance, in the case of resource consumption monitoring we can expect that most misbehaviors would be detected during components’ development. Hence, we only care about the specific consumption of each component once we detect a global problem.

- **Being optimistic and lazy does not make the system crash.** We must guarantee that no matter what monitoring technique is being used, we are always able to eventually detect a problem, and the detection happens on time to notify such an event to a manager in charge of fixing the system. For instance, as we show, switching among monitoring techniques might impact the time to detect what are the faulty components. However, our implementation makes the assumption that, once we detect a misuse of the CPU, we are able to switch fast enough to localized monitoring and we can still spot the faulty component consuming excessive CPU cycles.

- **There are likely culprits.** We require a mechanism to easily spot faulty components. This mechanism must be based on a sort of heuristic that minimizes the time required to detect the offenders. For instance, we show in section 4 how using a good heuristic greatly reduce the performance overhead and detection time.

This set of conditions might guide the implementation of a framework to monitor properties in reconfigurable software systems. They are useful as questions to answer before attempting an implementation.

Properly defining contracts for each component is one of the most complicated requirements of our approach. Since we focus on finding whether a contract is violated at runtime, we consider it as a problem which is orthogonal to our approach, and we just assume the preexistence of such contracts. Nonetheless, we acknowledge than in practice is difficult to find the values to fill the kind of contract we refer to. The challenge when on of such contracts is being written is to figure out a consumption’s upper bound which is close enough to the real consumption along the application execution. In this paper, we use a priori experimentation to build the contracts. To use this approach it is necessary to executed the components several time using the monitoring framework
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Another solution that can be used to infer the contract is the use of static analysis techniques to infer resource usage contract [47–49]. Such techniques can be used only if we are in a white-box component application where we can get access to component source code.

Finally, this problem of contract can be reversed and we can use ScapeGoat to check contract correctness. Indeed, in an open-world system when we integrate existing piece of software together, it is well known that design by contract [50] was an important contribution to avoid software integration issue [51]. In that trend, contracts can also be seen as specification for reuse. Like other specifications, they will often be handwritten by humans. As these contracts will be used to check components assembly correctness, it is required that these contracts are correct. In this context, ScapeGoat can also be used to detect inconsistencies between component implementation and component contracts. When ScapeGoat detects a problem, it can come from an implementation error but it can also highlight a component contract bug.

7. Related work

The Scapegoat framework is related to component monitoring, Models@run.time, component isolation and component performance prediction approaches.

Performance and resource-consumption prediction approaches are complementary to the Scapegoat framework because they can assist in better specifying the component contracts. Some approaches require developers to provide extensive per-component metadata at design-time in order to calculate the application’s overall performance or resource consumption [52, 53]. Prediction approaches have been achieved by using combinations of design-time and runtime analyses [54]. However, although many approaches to performance prediction have been proposed, none of them have obtained widespread use [55].

KAMI [56] builds performance models at design-time but uses and continually refines them at runtime. By collecting runtime data, they are able to build performance and resource consumption models that reflect real usage. They are able to adapt the application according to changes in components’ behavior, but they do not use nor propose an adaptive monitoring system to minimize overhead.

State of the art monitoring systems [8–10] extract steady data-flows of system parameters, such as, the time spent executing a component, the amount of I/O and memory used, and the number of calls to a component. The overhead that these monitoring systems introduce into applications is high, which makes it unlikely for them to be used in production systems. Maurel et al. [57] propose an adaptive monitoring framework for the OSGi platform. Similar to our approach, they propose a global monitoring system that changes to a localized monitoring system when a problem is detected. However, their work is focused on CPU usage and does not consider other resources, such as memory or I/O. Exploring the Java heap to obtain useful information about resource consumption has been proposed in [37, 40]. As in our work, they account objects to the resource principal being explored (in their case to OSGi bundles) the first time an object is reached. Their solutions modify the garbage collector in order to
reduce overhead, but this causes resource accounting to be tied to, and performed on, each collection cycle. In contrast, our approach can be executed on demand, albeit at the cost of further passes over the heap.

Modifications to existing MRTEs to support lightweight instrumentation-based profilers have been proposed. In [58], an approach to instrument and (de)instrument methods on demand is proposed. The idea is to generate an additional version of each method, which includes instrumentation code. Afterwards, the runtime executes a version based on user interests. This dynamic instrumentation approach shows lower overhead than static instrumentation. Likewise, Arnold et al. [59] propose an approach to reduce the cost of performing instrumentation-based profiling. The insight of this approach is creating an additional version of each method where no instrumentation code is present but it is used to figure out if switching to the instrumented version is necessary. Since the switching condition can change at runtime, this approach is in fact dynamically adjusting the cost and accuracy of profiling. The results show an overhead of 6% during the profiling of CPU usage. Finally, heavy modifications to MRTEs can reduce the effort needed to perform resource accounting. For instance, due to the architecture of MRTEs such as MVM [60] and KaffeOS [61], memory accounting in these systems shows a negligible overhead. The main disadvantage of these approaches is that they are not portable; hence, in practice this prevent their adoption in production environments. Moreover, often these approaches can only deal with global monitoring or with a very specific representation of components on top of the managed runtime environment.

Gama and Donez [62] propose using virtual machines in separate processes or using MVM isolates [60] to manage trusted and untrusted components. After an evaluation period, untrusted components can be moved to the trusted JVM if no problems are detected. This allows the main application to depend on potentially faulty components without risking severe crashes. We can also cite Microsoft technologies such as COM (Component Object Model) components which can be either loaded in the client application process or provided in an isolated process [63]. In addition to process virtualization, some operating systems also propose user-space virtualization, which isolates not only the processes but also the memory, the network interface and the file system. Examples of these approaches are Jails\(^\text{14}\) for BSD, LXC\(^\text{15}\) and CGroups for Linux, and lmctfy\(^\text{16}\). All of these approaches have the drawback of limiting code and instance sharing and introduce additional overhead in cross-boundary component interactions. Furthermore, depending on the complexity of the approach, there is also overhead in having to manage multiple processes.

8. Conclusions and Perspectives

In this paper we presented ScapeGoat, an adaptive monitoring framework to perform lightweight yet efficient monitoring of Component-Based Systems. In ScapeGoat...
Goat, each component is augmented with a contract that specifies its resource usage, such as peak CPU and memory consumption. ScapeGoat uses a global monitoring mode that has low overhead on the system, and an on-demand fine-grained localized monitoring mode that performs extensive checking of the components’ contracts. The system switches from the global monitoring mode to the localized monitoring mode whenever a problem is detected at the global level in order to identify the faulty component. Furthermore, we proposed a heuristic that leverages information produced by the Models@run.time approach to quickly predict the faulty components.

ScapeGoat has been implemented on top of the Kevoree component framework which uses the Models@run.time approach to tame the complexity of distributed dynamic adaptations. The evaluation of ScapeGoat shows that the monitoring system’s overhead is reduced by up to 93% in comparison with state-of-the-art full monitoring systems. The evaluation also presents the benefits of using a heuristic to predict the faulty component. In our second part of the evaluation, we highlighted the benefit of scapegoat on a classical web server architecture to dynamically determine faulty components. This second usage also exposes the capacity of ScapeGoat to be applied to different application domains and confirms its relatively low overhead on the running system. This paper contributes to the state of the art by providing a monitoring framework which adapts its overhead depending on current execution conditions and leverages the architectural information provided by Models@run.time to drive the search for the faulty component.

Our proposal aims at monitoring a single execution environment, in particular we implement a framework to monitor component-based systems written in Java that are executing atop a single JVM. Nevertheless, it is interesting to observe that it is possible to leverage ScapeGoat to support resource monitoring in distributed applications. This framework is recording the data about resource usage in storage which is local to each execution environment. To monitor the resource usage of a distributed application, it is enough to add an extra management layer in charge of collecting data from the different distributed nodes. This recollection of data can be done by a central agent or we can leverage a hierarchical architecture where a set of nodes are connected to a parent resource manager in order to parallelize data recollection. Afterwards, these distributed resource managers can use the information to perform decision-making on aspect such as system reconfiguration.

The work presented in this paper opens various research perspectives. Scapegoat currently uses code injection at load-time to perform fine-grain monitoring. The adaptive monitoring approach we have presented provides good results, but we believe we can reduce the overhead of CPU and memory monitoring by using a modified JVM and injecting specialized bytecode to cooperate with it. The modified JVM would account for the resources at a low-level, while the instrumentation code could provide application-level information like the component boundaries. This should result in a more efficient solution than calculating resource usage at the application-level only. A second research perspective consists in proposing appropriate reactions when the source of a problem is discovered by ScapeGoat. Indeed, reconfiguration policies when a resource-consumption problem is found could range from resource limitations for faulty components, to a replacement of the component or of part of the application, to degrading the applications functionality. In the context of distributed systems, the
set of possible reconfigurations is larger and can include moving components across the distributed infrastructure. It is necessary to choose how to efficiently reconfigure the system to deal with the discovered fault. Finally, we are interested on other ways to define contracts. In this paper we use a simple definition of contract that is based on the upper bound of resource consumption. It is clear that more accurate and rich contracts would increase the usability of the framework.
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