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Abstract—While many parallel visualization tools now provide in situ visualization capabilities, the trend has been to feed such tools with large amounts of unprocessed output data and let them render everything at the highest possible resolution. This leads to an increased run time of simulations that still have to complete within a fixed-length job allocation. In this paper, we tackle the challenge of enabling in situ visualization under performance constraints. Our approach shuffles data across processes according to its content and filters out part of it in order to feed a visualization pipeline with only a reorganized subset of the data produced by the simulation. Our framework leverages fast, generic evaluation procedures to score blocks of data, using information theory, statistics, and linear algebra. It monitors its own performance and adapts dynamically to achieve appropriate visual fidelity within predefined performance constraints. Experiments on the Blue Waters supercomputer with the CM1 simulation show that our approach enables a $5\times$ speedup with respect to the initial visualization pipeline and is able to meet performance constraints.

I. INTRODUCTION

Today’s petascale supercomputers enable the simulation of physical phenomena with unprecedented accuracy. Large numerical simulations typically run for days on hundreds of thousands of cores, generating petabytes of data that has to be stored for offline processing. But storage systems are not scaling at the same rate as is computation. Consequently, they become a bottleneck in the workflow that goes from running a simulation to actually retrieving scientific results from it. Trying to avoid this bottleneck led to in situ visualization: running the visualization along with the simulation by sharing its computational and memory resources and bypassing the storage system completely [1]. Several frameworks have been proposed to enable in situ visualization. VisIt’s libsim interface [2] and ParaView Catalyst (previously called “co-processing library”) [3] are two examples. Middleware such as Damaris [4] and ADIOS [5] has been developed to reduce the necessary code changes in simulations and provide additional data-processing features.

While in situ visualization solves the storage bottleneck problem, the additional processing time imposed by in situ visualization can be prohibitively high and increase the run time and the performance variability of the simulation. Approaches such as Damaris [4] that hide the cost of in situ visualization in dedicated cores are required to skip some iterations of data in order to keep up with the rate at which the simulation produces them.

Yet, not all generated data is relevant to understanding and following the simulated physical phenomena. For example, atmospheric scientists running storm simulations are interested mainly in regions of high data variability, potentially indicating the presence of a forming tornado. The physical phenomenon of interest (e.g., the tornado) can be localized in a relatively large domain. The rest of the data in the domain corresponds to regions of the atmosphere where state variables (wind speed, temperature, etc.) present little variation. This spatial locality of the region of interest also produces load imbalance across processes when attempting to visualize it.

Based on these observations, we propose a new in situ visualization pipeline that aims to both improve and control the performance of in situ visualization. This pipeline starts by detecting regions of high data variability using a set of either generic or user-provided metrics. It then filters out blocks (regular subdivisions of a subdomain) of data that do not carry much information. Additionally, our pipeline redistributes blocks of data across processes in order to achieve better load balance. Our pipeline monitors its performance and dynamically adapts the amount of data in order to meet the simulation’s run-time constraints.

Our proposed method requires domain scientists to provide appropriate metrics measuring the scientific relevance of data regions and appropriate in situ visualization scenarios. We show, however, that a set of generic metrics based on statistics, information theory, and linear algebra can highlight potentially interesting regions.

In this work, we demonstrate the benefit of our approach through experiments on the Blue Waters petascale system [6] at the National Center for Supercomputing Applications (NCSA) using the CM1 atmospheric simulation [7], with ParaView Catalyst [8] as our visualization backend. Compared with a normal pipeline that does not filter or redistribute data, we show that our pipeline enables a $4\times$ speedup of the visualization task on 64 cores and a $5\times$ speedup on 400 cores, even without reducing the amount of data. Moreover, our pipeline is able to meet targeted performance constraints by reducing the amount of data supplied to the visualization task. Additionally, we evaluate each component of our pipeline individually.

The rest of this paper is organized as follows. We present the motivation for our work in Section II, along with the simulation code and visualization scenarios we consider in this study. Section III presents related work. Section IV describes
A 45 dBZ isosurface reveals a feature called the weak echo region, which is linked to the physical onset of the storm. An isosurface is a surface built from the points in space where a 3D field takes a given value (here 45 dBZ). Such an isosurface is usually computed by using the marching cubes algorithm [9].

B. Improving performance through data redistribution

Figure 1 also shows that the region of interest is very localized. Thus, some processes have more to render than others. The overall rendering time is driven by the rendering time of the process with the highest load. Since each subdomain handled by a process can be further decomposed into multiple blocks, redistributing blocks to balance the load may improve performance.

C. Improving performance through data reduction

In Figures 1(b) and 1(d), each original $55 \times 55 \times 38$-point block of data has been reduced to a $2 \times 2 \times 2$-point block, keeping only corner values, before being fed to the visualization pipeline. While 50 seconds were required to produce Figure 1(a) on 400 cores of the Blue Waters supercomputer, only 1 second was required to produce Figure 1(b). Even though the loss of visual quality is evident in Figure 1(b), we confirmed with atmospheric scientists that such results can still be useful for tracking the evolution of the phenomena being studied.

D. Adapting to performance constraints

In our previous work [4], we showed that in situ visualization can largely increase the run time of a simulation when done in a time-partitioning manner (i.e., the simulation stops periodically to produce images). We also showed that in some situations the high cost of running in situ visualization algorithms in dedicated cores while the simulation keeps running forces the dedicated cores to skip some iterations and to reduce the frequency at which images are produced. In this work, we address this problem by proposing performance-constrained in situ visualization. The main idea is that different blocks of data have different scientific value and that blocks that are not interesting can be filtered out in order to gain performance. Consequently, the in situ visualization pipeline will be continuously adapted to achieve good visual fidelity for the end user while staying close to a given visualization time, in a best-effort manner.

III. RELATED WORK

In the following we present related work in the field of in situ visualization and, in particular, techniques that attempt to adapt the in situ visualization pipelines.

A. Adaptive in situ visualization

More and more efforts are put into designing in situ visualization frameworks that adapt to the content of the data (for instance, its compressibility) or to the availability of resources such as local memory.

Zou et al. [10] presented an in situ visualization framework based on EVpath that takes into account the quality of information (QoI) as well as the quality of service (QoS).
Their QADMS approach applies lossy compression selectively depending on a tradeoff between QoI (defined as the ratio between compressed data size and original data size) and QoS (defined as the end-to-end latency). While they lay the foundation of data reduction for in situ visualization, our approach is different in that our data reduction method consists of removing entire blocks (keeping the corners) rather than lossy-compressing the full set of points. Since the number of points in their approach does not change, the rendering time remains the same, and only the data transfer between the simulation and a staging area is improved. Our approach improves both data redistribution and rendering time.

Malakar et al. [11] introduced an in situ visualization framework in which data is sent from the simulation to a visualization cluster at a frequency that is dynamically adapted to resource constraints. This approach tries to maximize the temporal accuracy (i.e., by maximizing the frequency of in situ visualization updates) but keeps a fixed spatial resolution. Our approach proposes to adapt the spatial resolution as well and to do it selectively on chunks of data considered relevant.

Jin et al. [12] proposed to adapt the in situ visualization process either by adapting the resolution at which the data is rendered or by changing the location of the rendering tasks (using either in situ visualization or in transit visualization). To adapt the resolution of the data, they used entropy-based down-sampling. We proposed and evaluated several other metrics, in particular those based on the use of floating-point compressors. Additionally, we investigated the impact of data redistribution on such metrics.

Closer to our work is the work by Wang et al. [13], who proposed finding important data in time-varying datasets by using information theory metrics and by looking at the evolution of such metrics across different time steps. Although their work provides key insights into defining the importance of a piece of data, their solution is not applied in situ, that is, in a context where the performance of filtering relevant data is extremely important in order to avoid any impact on the running simulation.

Nouanesengsy et al. [14] have also proposed a framework to filter out unimportant data prior to in situ visualization. Their approach is based on analysis-driven refinement, which partitions datasets according to a user-defined importance criteria. They propose a set of generic metrics to measure importance, some of which are also based on information theory. Our work can be seen as a particular application of this approach to meet the run-time constraints of in situ visualization tasks.

The capability of an in situ visualization framework to select relevant subsets of data to be stored or visualized was mentioned by Thompson et al. [15] as one of the design issues for in situ visualization.

**B. Integration in existing in situ visualization frameworks**

While we have used the Catalyst library [3] to demonstrate our approach, it could be easily leveraged by other in situ visualization packages such as VisIt [16] through its libsim library [2].

In the past few years, a number of data management libraries have been proposed to ease the integration of in situ visualization into existing simulation codes. These libraries, such as ADIOS [5], offer an interesting opportunity for integrating our approach in a way that is more decoupled from the simulation code on one side and from the visualization code on the other.

Middleware has also been proposed with the same purpose but using dedicated resources to run data management tasks. PreDataA [17] and GLEAN [18] use dedicated nodes (staging area) to run data processing tasks asynchronously. Damaris [4], [19] leverages dedicated cores in multicore nodes to achieve the same goal. The use of dedicated cores for in situ data processing and analytics can also be found in other works [20], [21].

These middleware approaches that leverage dedicated resources pose interesting questions regarding the integration of our approach. In particular, our pipeline can arguably run some parts at the simulation side (block reduction), other parts during data transfer to dedicated resources (sorting blocks), and other parts in dedicated resources (rendering).

**IV. PERFORMANCE-CONSTRAINED IN SITU VISUALIZATION**

This section presents our approach to performance-constrained in situ visualization. We first give an overview of the approach. We then discuss each of its steps: how to give a score to blocks of data, how to reduce blocks with a low score, how we redistribute the load, and how to adapt the pipeline to meet performance constraints.

**A. Overview of our approach**

In the following, we call the full 3D array produced by the simulation at a given iteration the domain. We call a subarray of a domain handled by one process a subdomain. We call a subarray of a subdomain a block. The number of blocks per subdomain is constant across processes. The size of all blocks is also constant.

Figure 2 illustrates our approach to performance-constrained in situ visualization. Given input data divided into blocks and distributed across processes, our pipeline consists of six steps.

1) Blocks of data are scored by using a generic or user-provided metric evaluating their relevance to either the scientific phenomenon studied or the visualization algorithm employed.
2) The scores are sorted across processes.
3) A percentage of blocks with the lowest scores is reduced.
4) A load redistribution takes place to redistribute the blocks in order to better balance the phenomenon of interest across processes.
5) The blocks are rendered through a visualization pipeline.
6) The run time of the above steps is measured, and the percentage of blocks to reduce is adapted in order for

**Fig. 2: Overview of our performance-constrained in situ visualization approach. Crosses represent steps that involve collective communications. The run time of the full pipeline is monitored at each iteration and used to control the percentage of blocks that have to be reduced.**
the next iteration to be processed in a targeted amount of time.

The following subsections describe these steps in more detail.

B. Scoring blocks of data

The first step in our approach consists of evaluating the potential relevance of each block of data, so that the least relevant blocks can later be filtered out to improve performance. Our main idea is to score how important it is to the scientific phenomena or to the visualization algorithm. While no universal metric exists for evaluating the relevance of data, we found that a set of generic metrics can still give a good idea of the importance.

In our scenario, atmospheric scientists rely on a combination of techniques to analyze their data. For example, they may render isosurfaces at different levels and use other 3D visualization scenarios, such as streamlines based on wind vectors, or 2D scenarios, such as the colormap shown in Figure 1(c). For these visualization scenarios, to give accurate results, we are interested in keeping intact areas of high data variability. Therefore we investigated several metrics to score blocks based on their variability.

a) Statistics: The range metric computes the difference between the minimum and maximum values in a block of data. The intuition is that a block of data that spans a large range of values might be more interesting to keep than another. However, this metric will give a low score to blocks of data that present high variations but within a small range. A second metric in this category is the variance of the data in a block.

b) Interpolation: Interpolation-based metrics measure the mean square error between the original data and a block of data rebuilt from an interpolation of a reduced set of values (its corners, for example). For 3D blocks, we use trilinear interpolation. Because many visualization algorithms use trilinear interpolation for rendering, this metric matches the error that a visualization algorithm will make when rendering blocks of data that have been reduced.

c) Entropy: The entropy of a block of data measures the amount of information contained in a block. The entropy is obtained by building a histogram of the values found in a block of data and by computing $E = -\sum p_i \log_2(p_i)$, where $p_i$ represents the probability of a single value in the block to fall into bin $i$ of the histogram. In order to be comparable across blocks, the same parameters (range and number of bins) should be used for the histogram across all processes. Doing so requires working with a variable that falls in a known range (this is the case for the reflectivity, which falls in the range $[-60, 80]$) and knowing this range in advance. The number of bins can be more difficult to tune, however. In our experiments we tried 32, 256, and 1,024 bins. While 256 bins seemed more appropriate (better discrimination among blocks for a good performance), no rule of thumb exist for selecting such a number. We also considered the local entropy (entropy computed at each point using a local neighborhood) as a possible metric, but this metric turned out to consume too much time relative to the duration of other components of our pipeline. We used the ITL library [22] to implement entropy-based filters.

d) Bytewise entropy: We implemented a lightweight entropy analyzer (LEA) to cope with the limitations of the classical way of computing the entropy. LEA considers each float (or double) as an array of 4 bytes (resp. 8 bytes). It then computes independently the entropy of the first byte of all float values, then the entropy of the second byte, and so on, returning the sum of these entropies as a score. This method does not require tuning a histogram; since each byte can take 256 values, the probability $p_i$ of a value $i$ is simply its frequency of appearance.

e) Compressors: We also evaluated compression algorithms as a means of scoring blocks of data. Our intuition is that the compression ratio should correlate with the amount of information contained in a block. Compressors do not require extra information such as histogram parameters. We used the FPZIP [23], ZFP [24], and LZ [25] floating-point compressors, with different tunings for each (such as different levels or lossiness/precision). FPZIP and ZFP also have knowledge of the fact that blocks are 3D arrays; thus we can expect them to take locality into account. Because of space constraints, we present the results of FPZIP only. The results obtained with ZFP and LZ are similar.

We do not claim that any of these filters gives an absolute answer to the question of whether a block of data is interesting, the notion of interesting being subjective and tied to both the field of study and the visualization scenario. We provide this set of filters only as a starting point, and we rely on interactions with domain scientists to find which filter is the most appropriate for the phenomenon studied.

Though we evaluated 30 filters (or variants of filters) in our experiments, we show results only for a representative subset of them: RANGE (range metric), VAR (variance), ITL (entropy), LEA (bytewise entropy), FPZIP (floating-point compression), and TRILIN (trilinear interpolation).

C. Sorting and reducing blocks

After each block has been given a score, the sets of pairs $<$id, score$>$ are globally sorted by increasing scores (two blocks with the same score are sorted by id). The resulting sorted array is broadcast back to all processes so that each process knows the scores of all blocks including those belonging to other processes.

Based on this set, the p percent blocks with the lowest score are reduced. This reduction step consists simply of keeping the 8 corners of 3D blocks (4 corners for 2D blocks) and their coordinates. In our use case, $55 \times 55 \times 38$-point blocks are reduced to $2 \times 2 \times 2$ points. The percentage $p$ of blocks to reduce is set to 0 for the first iteration and dynamically adapted later based on performance constraints.

The reason for reducing blocks this way, rather than keeping a single point with an average value, for example, is that a reduced block should still be connected to its neighboring blocks. Keeping two points along each dimension allows us to retain the extents of a block. Keeping the values of these points allows a continuity with neighboring blocks. Visualization algorithms will also be able to rebuild more points if necessary using interpolation from these $2 \times 2 \times 2$ points. As can be seen in Figure 1(b), reduced blocks in a region of high variability come out blurry as a result of such interpolation.

More elaborate downsampling strategies could be envisioned, from adapting the number of points kept to the score of
the block, or using Most-Smale complexes [26]. This would, however, involve more computation that would decrease the benefits of our approach. Hence we leave those considerations to future work.

D. Load redistribution (shuffling)

As a result of block reductions, the amount of data can become imbalanced across processes. Blocks with a high score (therefore not reduced) are indeed likely to be clustered in a small region handled by a reduced number of processes. This imbalance adds up to the imbalance of rendering load, defined as the time required for a piece of data to be rendered. Even if none of the blocks are reduced, the locality of the physical phenomenon and the resulting isosurface lead to some processes having more rendering load than others. This situation may impair the performance of the final rendering step. In particular the total run time of the rendering step is driven by the run time of its slowest process, that is, the process with the highest load.

In order to gain performance, the blocks must be redistributed across processes. Since process rank 0 already broadcasts the scores of all blocks to all processes, all processes have the same full, sorted list of blocks. Upon reading this list, each process issues a series of nonblocking sends to get blocks that they need and a series of nonblocking sends to send blocks to other processes.

We implement two load redistribution strategies.

- **Random Shuffling** Each process is given the responsibility for a random set of blocks (the number of blocks per process remains constant). The redistribution of blocks is computed the same way in all processes by making sure all processes use the same seed. This strategy constitutes our baseline; it does not take the scores into account, and it does not attempt to optimize communications.

- **Round Robin** The blocks, sorted by their score, are distributed across processes in a round-robin manner. That is, process 0 takes the block with the highest score; process 1 the block with the second highest score, and so on, looping over processes until no more blocks remain to be distributed. This strategy takes the scores into account but does not attempt to optimize communications.

Our experiments show that such communications have a negligible overhead, on the order of 1 second, on the target platform (Blue Waters) compared with the rendering time, on the order of tens to hundreds of seconds.

E. Adapting to performance constraints

The last step in our approach consists of dynamically adapting the number of blocks that are reduced based on predefined performance constraints. In our case the performance constraint is the maximum run time for the full pipeline to complete.

To implement this adaptive reduction of data, we assume that (1) for a given iteration \( n \), the total run time of the pipeline is a monotonically increasing function \( f_n \) of the number of nonreduced blocks and (2) for every iteration \( n \), \( f_{n-1} \) is a good approximation of \( f_n \).

Assumption (1) is intuitive, given that all parts of the pipeline either do not depend on the number of reduced blocks (the scoring component and parallel sort) or benefit from the reduction (load redistribution and rendering).

Assumption (2) may not always be true, especially because the performance of the rendering pipeline is inherently variable and because the rendering load varies as the physical phenomenon evolves (for example, if a cloud gets bigger, it spans more domains and requires more time to be rendered). Although we increase the percentage of reduced blocks from iteration \( n-1 \) to iteration \( n \) (which should lead to a decrease of run time), the rendering time may increase as well because \( f_{n-1} \) was not a good approximation of \( f_n \). Our algorithm takes this case into account by simply increasing the percentage by 1 instead of decreasing the percentage of reduced blocks in the hope of decreasing the run time.

Algorithm 1, our solution to the above problem, starts by assuming that the rendering time \( t_0 \) when all blocks are reduced is \( t_0 = 0 \). The first output of the simulation is not reduced (\( p_1 = 0 \)), and leads to a time \( t_1 \). After the first iteration, we always keep the rendering time and percentages of the two previous iterations \( (t_{n-1}, p_{n-1}, t_n, p_n) \), and compute an estimate of the rendering time as a function of the percentage. This linear approximation allows us to get the next percentage \( p_{n+1} \) required to reach the \( \text{target} \) run time. Lines 2 to 7 prevent our algorithm from being stuck because it used the same percentage two iterations in a row. The case of Assumption (2) being broken is handled in line 10. Line 13 makes sure that the resulting value stays within \([0, 100]\).

We note that, although not studied here, the maximum percentage of reduced blocks could easily be bounded by the user.

V. EXPERIMENTAL EVALUATION

In this section, we evaluate all the components of our pipeline individually and together. After describing the experimental setup, we divide our evaluation into several parts, each focusing on a single component of the pipeline. The last part is the overall performance gain.
A. Description of the experiments

We demonstrate the benefit of our approach through experiments with the CM1 application on NCeSA’s Blue Waters petascale supercomputer [6]. We focus in particular on the reflectivity field produced by CM1. Although the colormap visualization scenario is already fast (on the order of a second to complete), rendering the isosurface can take several minutes. We therefore focus on this scenario specifically. The colormap will, however, be used to show how the scores given by different metrics map to certain regions of the data.

In our previous work we used Damaris/Viz and VisIt to enable in situ visualization in CM1. In the present work, we use ParaView Catalyst instead, since it allows us to define various batch visualization pipelines through Python scripts. We use an isosurface algorithm for volume rendering. This algorithm computes a mesh of the isolurface using a marching cubes method, then renders this mesh. The rendering time in one process therefore depends on the number of mesh elements handled by this process, which itself depends on the content of the data in this process.

To avoid running CM1’s computational part for every experiment, and because interesting phenomena start to appear only after a few thousand iterations, we use a dataset already generated by atmospheric scientists. This method does not limit the generality of our approach, since the real CM1 would normally alternate between computation and visualization phases. The dataset used consists of 572 iterations of data (starting after approximately 5,000 iterations of the simulation), each a \(2200 \times 2200 \times 380\) array of 32-bit floating-point values representing the reflectivity on each point of a 3D rectilinear grid. It was generated from a 3-day run of CM1 on Blue Waters. We reloaded this dataset using the Block I/O Library (BIL) [27] into an in situ visualization kernel of CM1 that feeds it to a Catalyst pipeline.

We use 10 iterations, equally spaced in time, to evaluate our approach, except when evaluating the self-adaptation mechanism, in which case we use 30 iterations. We run our experiments on 64 cores (4 nodes) and 400 cores (25 nodes). In both cases, the data is initially read and distributed across processes the same way CM1 would have generated it at these scales.

B. Score metrics: performance and relevance

We compared our block-scoring metrics in several ways. First, we measured how fast these metrics score blocks. Table I presents the computation time on 64 and 400 cores, with 16,000 blocks of \(55 \times 55 \times 38\) floating-point values. These times must be put in perspective with the rendering time. For example, on 64 cores it takes about 160 seconds to render all the blocks without reducing any of them. Using the TRILIN function adds 14.3 seconds to this run time, which, in our opinion, is not acceptable for a function that aims only at guiding a later selection of blocks. We therefore prefer a scoring function such as LEA or VAR, which take only 2.03 and 1.41 seconds, respectively.

The second aspect of the metrics that has to be studied is how they rank blocks compared with one another. Since our approach consists of selecting a percentage of blocks with the highest score, two metrics may not select the same blocks.

In Figure 3, each graph compares a pair of metrics. Each point on a graph represents a block. The abcissa of the point represents the rank of the block when blocks are sorted according to the first metric. Its ordinate represents the rank of the block when blocks are sorted according to the second metric.

From these figures we can clearly see a set of blocks that all metrics “agree” are not variable enough to be considered relevant. The scores of these blocks is the minimum score that the metrics can give; therefore they are sorted by id rather than by score, leading to the same order according to all metrics. For blocks that present more variability, the metrics tend to disagree on the ordering. This is an expected result because each metric evaluates a different aspect of variability. Some relations between metrics can still be highlighted, such as the fact that a large entropy with ITL seems to imply a large variance, while the opposite may not be true, and the fact that the trilinear interpolation score seems to correlate well with the variance, which may come from the fact that in both cases a mean square error with respect to a reference value (for the variance) or function (for trilinear interpolation) is computed.

To guide the user in choosing metrics, we display an image (such as the colormap presented in Section II) and show how each block part of the image is scored. This kind of 2D visualization is easy to compute and fast; it can also be done offline with samples of data from previous runs of the simulation.

Figure 4 shows score maps, that is, colormaps of the domain where colors represent scores of blocks, and compares them with the original reflectivity field. It shows that some metrics such as VAR or TRILIN give a higher score to regions with larger overall variability (e.g., contours of the phenomenon) while others such as ITL or FPZIP also give a high score to blocks inside the phenomenon itself. Note that the longer blocks on the borders of the domain are due to the simulation grid, which is rectilinear. These blocks have the same number of points as any other.

C. Performance benefit of load redistribution

We then confirmed that redistributing the blocks to divide the cost of the physical phenomena benefits the rendering performance. To do so, we ran our pipeline without load redistribution, with random load redistribution, and with load redistribution in a round-robin fashion according to different metrics. Figure 5 shows the rendering time in these experiments. The communication time is 1.2 seconds on 64 cores and 0.6 seconds on 400 cores, both for the random shuffling strategy and the round-robin policy.

These results show that simply by redistributing the load, we can achieve a \(5\times\) speedup on 400 cores and a \(4\times\) speedup on 64 cores. It also shows that there is no benefit in taking the scores into account; randomly redistributing blocks already achieves a good statistical load balancing because of the relatively small size of the phenomena of interest.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Time on 64 Cores (sec)</th>
<th>Time on 400 Cores (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEA</td>
<td>2.03</td>
<td>0.32</td>
</tr>
<tr>
<td>FPZIP</td>
<td>8.85</td>
<td>1.42</td>
</tr>
<tr>
<td>ITL</td>
<td>13.30</td>
<td>1.97</td>
</tr>
<tr>
<td>RANGE</td>
<td>7.03</td>
<td>1.12</td>
</tr>
<tr>
<td>VAR</td>
<td>1.41</td>
<td>0.23</td>
</tr>
<tr>
<td>TRILIN</td>
<td>14.30</td>
<td>2.28</td>
</tr>
</tbody>
</table>
Fig. 3: Comparison of block orderings produced by various metrics. Each graph compares two metrics. Each point represents a block. The abscissa of the point represents the rank of the block when the blocks are sorted in ascending order according to the first metric (least important blocks on the left). The ordinate of the point is the rank of the block when sorted in ascending according to the second metric (least important block at the bottom).

Fig. 4: Scoremaps: greyscale colormap of the domain according to different scores – darker regions indicate higher scores.
that the performance improvement is not proportional to the percentage of reduced blocks. Instead, a majority of the blocks need to be reduced before we start observing performance improvements. The first reason is that the selection of blocks to be reduced is based on their score, yet blocks with a high score are not evenly distributed across processes. Hence a few processes are likely to have a large number of high-scored blocks and will not see their load being reduced until the percentage is high enough that we start selecting their blocks, too. The second reason is that with the rendering algorithm used here (isosurface volume rendering), many blocks are transparent and therefore take a negligible time to render.

E. Combined reduction and load redistribution

Data reduction has a potential impact on the time to perform load redistribution. Indeed, since data is reduced before being redistributed, reducing more blocks means exchanging less data. Although this redistribution time is negligible compared with the rendering time, we show in Figure 8 how it evolves as a function of the number of blocks being reduced. For this set of experiments we used the LEA metric. As expected, the communication time decreases as we increase the percentage of reduced blocks, as a result of a lower amount of data to be exchanged.

Load redistribution combined with data reduction has an effect on the rendering performance. This effect is shown in Figure 9. We can see that load redistribution not only improves performance but also reduces the variability of the rendering tasks.
Additionally, Figure 9 shows that the round-robin and random policies lead to the same performance of the rendering task; that is, a score-guided redistribution achieves a load balancing equivalent to the statistical load balancing.

F. Dynamic adaptation

We first evaluate our dynamic adaptation technique without the redistribution component. We then add the redistribution component to show the resulting performance of the entire pipeline.

1) Adaptation without redistribution: In this set of experiments, we set a target run time of 120, 60, and 20 seconds per iteration on 64 cores and 30, 15, and 7 seconds on 400 cores. Figures 10(a) and 10(b) present the resulting run time for 30 iterations. They show that our approach can successfully adapt the percentage of reduced blocks in order to reach a target run time per iteration. Figures 10(c) and 10(d) show that the percentages have stabilized after a few iterations. The variability observed in the run time comes from the inherent variability of the visualization task.

2) Adaptation with redistribution enabled: We evaluate the full pipeline, including load redistribution, with dynamic adaptation. Figure 11 presents the resulting run time for 30 iterations. Here the target run time is 25 and 10 seconds per iteration on 64 cores and 7 and 3 seconds per iteration on 400 cores. We used the same scale for the y axis as in Figure 10 so that Figures 10 and 11 can be compared. These results show that our pipeline not only improves performance but also can meet performance constraints despite the variability of the rendering task.

3) Feedback from scientists: Informal discussions with atmospheric scientists indicated that they were particularly interested in the vortex region at the center of the domain (this region is circled in green in Figure 4). When they were shown the scoremaps in Figure 4 for feedback, their interest turned to the VAR and TRILIN metrics, which give a high score to this region while giving a low score to its surrounding.

Additionally, they confirmed that the produced visual results were satisfactory for their purpose of tracking the evolution of the phenomena while the simulation runs.

VI. CONCLUSION

While in situ visualization enables faster insight into a running simulation, it can increase the simulation’s run time...
and increase its variability. Needed, therefore, are ways to improve the performance of in situ visualization, as well as to make its task fit in a given performance budget, even at the cost of reduced visual accuracy.

In this paper, we have addressed the challenge of improving in situ visualization performance in the context of a climate simulation. We realized that the strong locality of the phenomenon of interest limits the performance of a normal rendering pipeline. Hence, we proposed redistributing blocks of data and reducing a percentage of them based on their content. Additionally, we proposed adapting the percentage so that our pipeline adheres to performance constraints. We have shown that our pipeline can speed the visualization time by 5× on 400 cores without affecting the visual results and that it can effectively meet given performance constraints provided that data reduction is allowed.

We plan to investigate whether more elaborate redistribution algorithms are necessary in order to achieve the same results at larger scale and on platforms with lower network performance. We will also investigate multivariate scores and other visualization scenarios tied to other field variables of CM1 and other simulations.
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