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ABSTRACT
As Wikipedia became the largest human knowledge repos-
itory, quality measurement of its articles received a lot of
attention during the last decade. Most research efforts fo-
cused on classification of Wikipedia articles quality by using
a different feature set. However, so far, no “golden feature
set” was proposed. In this paper, we present a novel ap-
proach for classifying Wikipedia articles by analysing their
content rather than by considering a feature set. Our ap-
proach uses recent techniques in natural language processing
and deep learning, and achieved a comparable result with
the state-of-the-art.
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1. INTRODUCTION
Internet has opened the border of traditional libraries:

nowadays everyone can participate and contribute to a com-
mon human knowledge repository. Wikipedia is a great ex-
ample of a knowledge resource receiving contribution from
a huge number of authors. At the time of writing, there are
more than five millions articles in English Wikipedia, and
38 million articles in all languages1, and the size of English
Wikipedia is over 60 times compared with Britannica2.

However, due to the huge number of contributors3 and
articles, the quality of Wikipedia articles is not equally dis-
tributed [19]. Several research works claimed that the qual-
ity of centralized human knowledge resources such as books
or Britannica are higher than Wikipedia [7, 11].

1https://en.wikipedia.org/wiki/Wikipedia:Size of
Wikipedia as on 5 - Jan - 2016.
2https://en.wikipedia.org/wiki/Wikipedia:Size
comparisons as on 5 - Jan - 2016.
3According to https://en.wikipedia.org/wiki/Wikipedia:
Wikipedians, there are more than 100,000 regular Wikipedia
editors.
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In order to improve the quality of Wikipedia, an effec-
tive method is needed for quality assessment of its articles.
Wikipedia defines quality classes for its articles, including
FA, A, GA, B, C, Start, Stub where FA is the highest qual-
ity class and Stub the lowest quality class4.

Assigning the correct quality class for each Wikipedia ar-
ticle is an important task, as authors and reviewers can be
notified to pay more attention for improving the low qual-
ity articles, and search engines could promote high quality
class articles as query result. However, the high velocity
of changes on Wikipedia makes impossible a manual qual-
ity assessment of articles by human experts. Therefore, it
is important to design an automatic approach for quality
assessment of Wikipedia articles.

Existing approaches on this topic [3, 6, 10, 12, 17, 19, 21]
are all based on defining a feature set that is believed to
describe in the best way the quality of a Wikipedia article.
Certain approaches claim that longer articles are of a better
quality, some others consider that discussions and interac-
tions among authors and reviewers of an article increase the
quality of an article and others consider that the quality of
an article is determined by contributions of highly respected
authors.

There is no standard rule for selecting features, which is
considered as one of the most difficult tasks in machine learn-
ing. Moreover, feature selection is language dependent. In
this paper, we present a new approach that avoids feature
engineering and that determines the quality of an article
based on its content. We build a deep neural network model
where the input is the full content of the Wikipedia articles,
and the output is the quality class of the articles. The same
approach can be defined for different language data sets.

We start by presenting related works in quality assess-
ment of Wikipedia articles. We then present our classifi-
cation model including article representation and the deep
neural networks technique that we used for the classifica-
tion. We then describe the evaluation we performed and
we compare our results with state-of-the-art techniques. Fi-
nally, we present our concluding remarks and we provide
some directions for future work.

2. RELATED WORKS
Even though existing research works on automatic qual-

ity assessment of Wikipedia articles use a different feature
set, they can be classified into two main families: one is
analyzing the edit history of an article (for instance, who

4The description of each quality class is available at https:
//en.wikipedia.org/wiki/Template:Grading scheme.



contributed to the article and the type of their modifica-
tions) and the second one is analyzing the article itself (for
instance, its length, number of images, presence of an infor-
mation box).

Belonging to the first family of approaches, [12] measures
the quality of Wikipedia articles based on author authority.
Using a similar idea, [17] applied authors’ h-index to mea-
sure the quality of articles on Wikipedia. In [18], the authors
used both metrics of article’s content and authors’ author-
ity to measure the quality of Wikipedia articles. However,
this research work used a manual evaluation by volunteering
students which is not very reliable for verifying the classi-
fication. Moreover, the accuracy obtained is not very high.
[21] analyzed the edit network around a Wikipedia article to
retrieve the information about the quality of that article. [6]
presented a model that analysed the collaboration between
authors and reviewers on Wikipedia to measure the quality
of articles.

On the other hand, as the most simple approach, [3] pro-
posed to use simple word count to evaluate the quality of
Wikipedia. Dalip et al [10] analyzed the effect of different
feature sets including structure, length, style, review, net-
work and readability in a regression model for measuring
the quality of Wikipedia articles and they discussed about a
minimal feature set [5]. More recently, [19] used a machine
learning model for quality prediction of Wikipedia articles
including format-based features such as the number of head-
ings of level 2 of a particular article. Based on the work of
[19, 20], Wikimedia Foundation built an online service called
ORES to classify the quality class of Wikipedia articles [8],
using a set of 24 features for English Wikipedia. This set of
features is slightly different for other languages Wikipedia.

Each research work selected and used a different feature
set to measure and classify the quality of Wikipedia articles.
However, feature selection is mostly based on the heuristic of
researchers and so far, there is no “gold - standard” feature
set to classify and measure the quality of Wikipedia articles.

In this paper, we claim that the quality of a Wikipedia ar-
ticle should depend on its own content. Certain features can
be derived from the article content. Using the full content
of Wikipedia articles as the input of training model should
avoid missing an important feature that was not manually
recognized.

We use the technique Doc2Vec [13] to represent Wikipedia
articles and a deep neural network to classify their quality.
Deep learning is an emerging research field today and, to
our knowledge, our work is the first one that applied deep
learning for assessing quality of Wikipedia articles. Our ap-
proach provides a novel point of view to Wikipedia quality
classification.

3. CLASSIFICATION MODEL
In this section, we present how to design and feed the

content of Wikipedia articles into a neural network.

3.1 Article representation
Most machine learning algorithms including neural net-

works require the input to be represented as a fixed-length
feature vector. As Wikipedia articles have different lengths,
we need an approach that maps Wikipedia articles to fixed-
length feature vectors. The most common fixed-length vec-
tor representation for documents is the bag-of-words [9] where

a document is represented as the bag of its words. However,
this approach disregards semantics and even word order.

In this paper, we applied the unsupervised learning algo-
rithm called Paragraph Vector, recently known as Doc2Vec
[13] that learns vector representations for variable-length
pieces of texts and overcomes the disadvantages of bag-of-
words by taking into account the order and semantics of
words. In this approach every word and every paragraph
are mapped to a unique vector. The paragraph vector is
concatenated with several word vectors from the paragraph
and trained in order to predict the next word in a text win-
dow. While word vectors are shared among paragraphs,
paragraph vectors are unique among paragraphs.

We applied the Doc2Vec approach where each Wikipedia
document corresponds to a paragraph in the above descrip-
tion. While the generated word vectors are not further used,
the document vector is given as input for our deep neural
network.

3.2 Deep neural networks
Deep learning has been successfully applied for several

text classification tasks such as Reuters news or sentiment
analysis [14].

Neural networks, or artificial neural networks (ANN), are
machine learning models inspired by biological neural net-
works for the estimation of generally unknown functions that
depend on a large number of parameters. Neural networks
are typically organized in layers made up of a number of
interconnected nodes which contain an activation function.
Patterns are presented to the network via the input layer,
which communicates to one or more hidden layers. The hid-
den layers perform the actual processing via a system of
weighted connections. The hidden layers then transmit the
answer to an output layer. A deep neural network (DNN)
[2] is defined as an artificial neural network with multiple
hidden layers that allows learning abstraction from data.

In our approach, we used a DNN with four hidden layers
to learn and classify the representation vectors of Wikipedia
articles computed by Doc2Vec.

4. IMPLEMENTATION AND RESULTS

4.1 Implementation
We used the data set contained in around 30,000 English

Wikipedia articles which are classified to six quality classes
FA, GA, B, C, Start, Stub already by Wikipedia reviewers.
The data set is provided by Wikimedia Foundations5. We
separated the data set to training and testing set with the
ratio 80/20, similarly to [19] and ORES [8].

We transformed all Wikipedia articles on both training
and testing set to Doc2Vec vectors by using the library gen-
sim67. The output of the first phase is the collection of vec-
tors for Wikipedia articles in the training and testing set.
Therefore, we have a dataset of 30,000 same length vectors.
In the second phase, we trained the DNN model on the train-
ing set by using tensorflow8, the deep learning library from

5The data set is available at http://datasets.wikimedia.org/
public-datasets/enwiki/.
6http://radimrehurek.com/gensim/
7Our hypothesis is that the labeled articles in the training
set and the unlabeled articles in the testing set are all com-
pleted and available.
8https://www.tensorflow.org



Google. Our DNN has four hidden layers, with 2000, 1000,
500 and 200 neurons respectively9. The number of neurons
is selected as a rule of thumb. The final task is to apply the
trained DNN model on the testing vector set, and compare
the predicting quality labels with correct values assigned by
human judgements.

Currently, no standard methodology exists for construct-
ing an optimal neural network with the right number of lay-
ers and number of neurons for each layer. An optimal neu-
ral network can be built uniquely empirically [15]. However,
randomly choosing a structure for a deep neural network is
not a good solution as it leads to performances of a random
guess, i.e. a low accuracy of 16.7%.

4.2 Results
The predictions obtained by our model are displayed by

the confusion matrix in Table 1. The training loss graph in
Fig. 1 illustrates the training loss value, i.e. the difference
between predicted quality labels and their correct values in
the training set, as a function of the number of iterations
during the training phase. The graph shows that no local
minima is found when the number of training steps reaches
a high value (25,000), as the decreasing trend is observed
throughout the entire training process.

As the data set we used is balanced, i.e. the number of
articles in each class is very close, the accuracy metric is
suitable to evaluate the classification. Accuracy is defined
as a ratio between the number of correct predictions and
the total number of articles in the testing data set. The
accuracy of our DNN classifier is 55%.

We compare our approach with other popular classifica-
tion approaches on the same data set. Using the 24 features
of ORES as the feature set, k-Nearest Neighbor (k-NN) [1],
Classification And Regression Tree (CART) [4] and Random
Forest(RF) implemented by ORES, achieved the accuracy of
51%, 48% and 60% respectively. Using the feature set com-
posed of 11 features presented in [19] which is a subset of
the 24 features set used in ORES, Random Forest algorithm
achieved the accuracy of 58%. The performance of classifiers
is summarized in Table 2.

The accuracy of DNN is higher than the one obtained by
the k-NN and CART approaches. The lower accuracy of
DNN classifier with respect to the RF approach can be ex-
plained by the parameter of Doc2Vec transformation. Due
to our computation power, the size of the vectors was lim-
ited to 500, which may lead to the consequence that Doc2Vec
vectors did not capture all the structure of the Wikipedia
articles. Moreover, the low accuracy is also due to our unop-
timized DNN, as no standard way exists for constructing a
DNN. We can see the improvement from [19] to ORES when
more features are added.

To our knowledge, Wikimedia ORES API, which is based
on the work of [19, 20] is the only existing approach for
classification into all six quality classes. Other works only
classified between a subset of classes, such as between FA
and Start [22] with an accuracy of 84%, or between FA-GA
as a class and the set of (B, C, Start, Stub) as another
class[16] with an accuracy of 84%, or between FA-GA and
C-Start [21] with an accuracy of 66%. For these binary clas-
sification tasks, the DNN approach achieved a very high ac-
curacy compared with previous approaches: 99% to classify

9The implementation is available at https://github.com/
vinhqdang/doc2vec dnn wikipedia

FA GA B C Start Stub Total

FA 778 148 64 17 6 7 1020
GA 160 554 128 88 23 4 957
B 87 187 373 237 143 17 1044
C 28 112 236 376 181 23 956

Start 6 38 119 216 453 133 965
Stub 7 6 20 36 179 701 949
Total 1066 1045 940 970 985 1006 5891

Table 1: Confusion matrix of classifying quality classes.
Gray cells are correct predictions. Rows (italic) are actual
quality class. Columns are predicted values of the model.
For instance, there are 778 articles correctly predicted as
FA, and 160 articles which are GA and are predicted as FA.

Classifier Accuracy

CART [4] 48%
kNN [1] 51%

Doc2Vec & DNN 55%
Warncke et al. [19] 58%

Wikimedia ORES [8] 60%

Table 2: Accuracy scores of different classifiers on English
Wikipedia.

between FA and Start, 86% to classify between FA-GA and
the other classes and 90% to classify between FA-GA and
C-Start.

We observe that the quality class of a Wikipedia article
could be determined by only analyzing its content, so the ap-
proach of training the prediction model based on the content
and not on feature sets is a promising and interesting ap-
proach to be improved in the future. As Doc2Vec approach
is language independent we expect that our approach can
be generally applied to any language Wikipedia.

5. CONCLUSIONS AND FUTURE WORKS
Feature selection is one of the most difficult task in ma-

chine learning. Existing research works proposed differ-
ent feature sets for measuring quality of Wikipedia articles.
Each feature set has its own pros and cons, and there is no
“golden feature set”. As feature selection process is mostly
a manual work, we may never know what feature set is the
best for assessing quality of Wikipedia articles.

In this paper, we presented an approach to avoid fea-
ture selection process. Our approach follows the process
of Wikipedia reviewers: first they read the article and then
decide what quality class this article should belong to. Using
this approach, no feature selection is required to describe a
Wikipedia article. We achieved very high accuracy scores
for classification into binary quality classes and an accuracy
score comparable with the state-of-the-art Wikimedia ORES
service for classification between all quality classes.

As a future work we plan to improve performances of our
approach by optimizing the deep neural network’s structure.

6. ACKNOWLEDGMENTS
Experiments presented in this paper were carried out us-

ing the Grid’5000 testbed, supported by a scientific inter-



Figure 1: DNN training loss
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