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Introduction

Many signal processing areas are concerned with sparse solution recovery :
compressed sensing, variable selection, source separation, learning...

• Linear observation : d = Ax

• d : observed data, vector in RM
• x unknown data to be estimated in RN
• A observation matrix, M ×N matrix.

usually M < N , the system is undertermined, A is ill-conditioned,
observation are noisy

• Least square solution x̂ = arg min
x∈RN

‖Ax− d‖22

• Regularization : sparse signal hypothesis modeled by considering ”`0-norm”
constraints :

‖x‖0 ≤ k where ‖x‖0 = # {xi, i = 1, . . . , N : xi 6= 0}
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Example : compressed sensing

One can recover a signal from far fewer measurements than Nyquist rates if

• the signal is sparse on a given dictionary Ψ : sparsifying matrix

• each measurement picks up little information about each component.
Φ : sensing matrix.
A = ΦΨ. Sensing and sparsifying matrix must be incoherent.
Reconstruction [Donoho et al 06, Candès et al 06] :

x̂ = arg min
x∈RN

‖x‖1 subject to Ax = d

or subject to ‖Ax− d‖22 ≤ ε

Examples : Φ Discrete Fourier and Ψ identity
Φ Random Gaussian and Ψ any basis.

Slide 3/46 — Laure Blanc-Féraud (CNRS) — NCMIP 2016 — May 20, 2016



Example in communications : Channel estimation

Experiment description

Pilot assisted signal and stationary linear case : d = h ∗ s, where h is the channel
complex impulse response, s the input signal.
In matrix vector formulation d = Ah with Ai,j = si−j and h is sparse.
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Example in image superresolution : single molecule reconstruction

In fluorescence microscopy,
superresolution can be obtained by

single molecule illumination (PALM,
STORM)

• A models the 2D diffraction
convolution due to the optics,

• d is one acquired image,

• x the deconvolved image only
containing sparse impulse spots.
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Introduction

A prior known on the sparsitiy of the solution

x̂ = arg min
x∈RN

‖Ax− d‖22 subject to ‖x‖0 ≤ k

A prior known on the noise variance

x̂ = arg min
x∈RN

‖x‖0 subject to ‖Ax− d‖22 ≤ ε

No prior

x̂ = arg min
x∈RN

G`0 (x) :=
1

2
‖Ax− d‖22 + λ‖x‖0

Non continuous, nonconvex optimization problems (NP hard).
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A quick tour on existing methods for sparse approximation

Convex relaxation

Replacing the `0 by the `1 convex norm :

x̂ = arg min
x∈RN

1

2
‖Ax− d‖22 + λ‖x‖1

→ take advantages of convex optimization algorithms (Basic Pursuit, LASSO,
simplex or interior point methods, Forward-Backward splitting algorithms (ISTA)
and further variants)...

xk+1 = proxγλ‖.‖1

(
xk − γAt

(
Axk − d

))

Exact sparse recovery

• Under sufficient (but restrictive) conditions on A, sparse signals can be
exactly recovered by `1 minimization [Donoho et al 06, Candès et al 06].

• Restricted isometry property (RIP) : all K-column sub-matrices of A are
nearly orthogonal.
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A quick tour on existing methods for sparse approximation

Greedy algorithms

Idea : starting from a null solution, the most relevant components are added
iteratively one by one

• Matching Pursuit (MP) [Mallat et al 93], Orthogonal Matching Pursuit
(OMP) [Pati et al 93] and further variants

• Bayesian OMP [Herzet et al 10], Single Best Replacement (SBR)
[Soussen et al 11] and further variants.

Exact sparse recovery

Similar recovery results as for the `1 relaxation have been proved for OMP (under
conditions on A) [Tropp 04].
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A quick tour on existing methods for sparse approximation

Continuous nonsmooth nonconvex penalties

‖x‖0 =
N∑
i=1

|xi|0 ≈
N∑
i=1

φ(xi)

Figure: Plot of `0 (red), MCP (black), LogSum (green), `1 (blue).

Continuous penalties which better approximate `0 than the convex `1-norm −→
better behaviour on many applications.
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A quick tour on existing methods for sparse approximation

Continuous nonsmooth nonconvex penalties

• Adaptive Lasso [Zou 06]

• Nonnegative Garrote [Breiman 95]

• Log-Sum Penalty [Candès et al 08]

• Smoothly Clipped Absolute Deviation (SCAD) [Fan and Li 01]

• Minimax Concave Penalty (MCP) [Zhang 10]

• `p-norms 0 < p < 1 [Chartrand 07, Foucart and Lai 09]

• Smoothed `0-norm Penalty (SL0) [Mohimani et al 09]
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II.2) A quick tour on existing methods for sparse approximation

Iterative Hard Thresholding algorithm [Blumensath and Davies 08]

• Forward-Backward Splitting (FBS) algorithm

xk+1 = proxγλ‖.‖0

(
xk − γAt

(
Axk − d

))
• Convergence to a local minimizer of G`0 for any A [Attouch et al 13]

Exact reformulations

• Class of smooth nonconvex penalties → asymptotic connections with the
`2-`0 criteria [Chouzenoux et al 13]

• Reformulation as DC programs [Le Thi et al 14, Le Thi et al 15]

• Equivalence of `0- and `p-norm (0 < p ≤ 1) minimization under linear
equalities or inequalities [Fung and Mangasarian 11]

• Reformulation PMNE → global optimum for problems of reasonable
size [Bourguignon et al 15]
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Goal of the work

Question concerning smooth approximations

→ What is the link between the `2 − `0 problem and the approximate ones ?
→ Is it possible to find continuous functions which approximate exactly the
`2 − `0 problem in the sense that :

• they preserve the global minimizers

• local minimizers of the approximate problem are also local minimizers of the
`2 − `0 problem

for any A matrix.
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Outline of the talk

1 1D analysis : the CEL0 penalization

2 CEL0 nD extension and properties w.r.t the `2 − `0 problem

3 How to find other exact continuous `2 − `0 approximation ?

4 Using FBS algorithm : the CEL0 threshold

5 Numerical Illustrations and comparisons
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I/ 1D case analysis

For the one dimensional case,

û = arg min
u∈R

g(u) :=
1

2
(au− d)2 + λ|u|0 ,

where a > 0 and d ∈ R.

|u|0 =

{
0 if u = 0 ,
1 if u 6= 0 .

(1)
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I/ 1D case analysis

g(u) = 1
2

(au− d)2 + λ|u|0

• if u = 0 then
g(0) = 1

2
(d)2

• The minimum could be reached at
û = 0, the value is g(û) = 1

2
(d)2

• if u 6= 0 then
g(u) = 1

2
(au− d)2 + λ

• The minimum is reached at û = d
a

and the value is g(û) = λ

if |d| ≤
√

2λ then û = 0 if |d| ≥
√

2λ then û = d
a
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Figure: Plot of g (blue) for a = 0.7, λ = 1 and d = 0.5 (left) or d = 2 (right).
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I/ Methods/Principles to find an approximate solution

The solution is given by the Hard Threshod function û =

(
d

a

)
1{|d|>

√
2λ}

Combinatorial problem in the n-dimensional case.
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II/ 1D and orthogonal cases analysis

For the one dimensional case,

û = arg min
u∈R

g(u) :=
1

2
(au− d)2 + λ|u|0 ,

where a > 0 and d ∈ R.

• The solution is given by û =

(
d

a

)
1{|d|>

√
2λ}

• We will compute the convex hull of this 1D nonconvex function

-3 -2 -1 0 1 2 3 4

0

1

2

3

4

5

g

g
**

(a) |d| <
√
2λ (d = 0.5)

-2 0 2 4 6
0

1

2

3

4

5

6

7

g

g
**

(b) |d| >
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2λ (d = 2)

Figure: Plot of g (blue) and its convex hull (red).
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II/ 1D and orthogonal cases analysis

The Legendre-Fenchel Transform :

For f : E → R̄,
f?(u?) = sup

u∈E
{u?u− f(u)}

The bicongugate f?? is the convex hull or convex envelope of f (i.e. the largest
lower-semi-continuous (l.s.c) convex function less than f).
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II/ 1D and orthogonal cases analysis

The Legendre-Fenchel Transform :
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u∈E
{u?u− f(u)}

The bicongugate f?? is the convex hull or convex envelope of f (i.e. the largest
lower-semi-continuous (l.s.c) convex function less than f).

For the one dimensional case,

û = arg min
u∈R

g(u) :=
1

2
(au− d)2 + λ|u|0 ,

where a > 0 and d ∈ R we can show that,

g??(u) =
1

2
(au− d)2 + φ(a, λ;u) ,

φ(a, λ;u) = λ−
a2

2

(
|u| −

√
2λ

a

)2

1{
|u|≤

√
2λ
a

}
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II/ 1D and orthogonal cases analysis
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Figure: Top : Plot of g (blue) and g?? (red) for a = 0.7, λ = 1 and different d.
Bottom : plot of λ| · |0 (blue) and φ(a, λ; ·) for a = 0.7 and λ = 1.
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II/ 1D and orthogonal cases analysis

Convex Hull in ND for A orthogonal (i.e. ATA diagonal)

Let ai ∈ RM be the ith column of A ∈ RM×N , for i ∈ IN = {1, · · · , N}. The
quadratic term of G`0 can be decomposed as,

1

2
‖Ax− d‖2 =

1

2
‖d− d̂‖2 +

1

2
‖Dx− z̃‖2 ,

where D ∈ RN×N is a diagonal matrix with Dii = ‖ai‖, d̂ = AD−2AT d and
z̃ = D−1AT d.

• 1

2
‖d− d̂‖2 → independent of x

• 1

2
‖Dx− z̃‖2 → additively separable

(
1
2

∑
i∈IN (‖ai‖xi − z̃i)2

)
In the orthogonal case, the computation of the Bicongugate G??`0 (convex hull

of G`0 ) is reduced to the resolution of N one dimensional problems
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II/ 1D and orthogonal cases analysis

The convex hull of G`0 in the orthogonal case

By identification with the previous one dimensional case we show that,

G??`0 (x) =
1

2
‖Ax− d‖2 +

∑
i∈IN

φ(‖ai‖, λ; xi)

The CEL0 penalty

ΦCEL0(x) :=
∑
i∈IN

φ(‖ai‖, λ, xi)

And in a general case ? (A arbitrary matrix of RM×N )
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III/ Links between `2 − `0 and `2−CEL0 problems

Recall the `2 − `0 and `2− CEL0 functionals (for an arbitrary matrix A) :

G`0 (x) :=
1

2
‖Ax− d‖2 + λ‖x‖0

GCEL0(x) =
1

2
‖Ax− d‖2 + ΦCEL0(x)

Properties

• GCEL0(x) is continuous

• GCEL0(x) is convex w.r.t. to each component

Notations

• σ(x) = {i ∈ IN ; xi 6= 0} ⊆ IN , the support of x ∈ RN

• ∀x ∈ RN , σ−(x) :=
{
i ∈ σ(x) : |xi| ≤

√
2λ/‖ai‖

}
, a part of the support
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VI/ Links G`0 ↔ GCEL0 - The global minimizers of GCEL0

Theorem (Link between global minimizers of G`0 and GCEL0)

Let d ∈ RM and λ > 0,

(i) the set of global minimizers of G`0 is included in the set of global minimizers
of GCEL0,

arg min
x∈RN

G`0 (x) ⊆ arg min
x∈RN

GCEL0(x) (2)

(ii) conversely if x̂ ∈ RN is a global minimizer of GCEL0, x̂0 defined by

∀ i ∈ IN , x̂0
i = x̂i1{|x̂i|≥ √2λ

‖ai‖

} , (3)

is a global minimizer of G`0 and GCEL0(x̂) = GCEL0(x̂0) = G`0 (x̂0).

Proof is based on :

• GCEL0 underestimates G`0 ,

• GCEL0 is convex w.r.t each component

• Description of the minimizers of G`0 [Nikolova 13]
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III/ Links G`0 ↔ GCEL0 - The global minimizers of GCEL0
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II.4) Links G`0 ↔ GCEL0 - The local minimizers of GCEL0

Theorem (Link between local minimizers of G`0 and GCEL0)

x̂ ∈ RN local minimizer of GCEL0 =⇒ x̂0 local minimizer of G`0
and

GCEL0(x̂) = GCEL0(x̂
0) = G`0 (x̂0)
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II.4) Links G`0 ↔ GCEL0 - The local minimizers of GCEL0

Theorem (Link between local minimizers of G`0 and GCEL0)

x̂ ∈ RN local minimizer of GCEL0 =⇒ x̂0 local minimizer of G`0
and

GCEL0(x̂) = GCEL0(x̂
0) = G`0 (x̂0)

��XX⇐= NO converse property

While GCEL0 and G`0 share the same global minimizers, GCEL0 has potentially
fewer local minimizers than G`0
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II.4) Links G`0 ↔ GCEL0 - Illustration on 2D examples
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II.4) Links G`0 ↔ GCEL0 - Illustration on 2D examples
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II.5) On a unified view of exact `0 penalties

Question

Is there any other continuous penalties leading to a relaxations of G`0 with the
same properties as GCEL0 ?

Objective

We consider continuous approximation of the `0-norm of the form :

Φ(x) =

N∑
i=1

φi(xi) and the associated G̃(x) =
1

2
‖Ax− d‖22 + Φ(x).

Determination of necessary and sufficient conditions on φi such that ∀d ∈ RM ,

arg min
x∈RN

G̃(x) = arg min
x∈RN

G`0 (x), (P1)

x̂ (local) minimizer of G̃ =⇒ x̂ (local) minimizer of G`0 . (P2)
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II.5) On a unified view of exact `0 penalties

One dimensional study - Notations

• g0(u) := 1
2

(au− d)2 + λ|u|0,

• g̃(u) := 1
2

(au− d)2 + φ(u),

• B : a finite subset of points of R on which φ is not differentiable.

Additional assumptions

• min
u∈R

g0(u) = min
u∈R

g̃(u),

• φ is twice differentiable on R \B.
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II.5) On a unified view of exact `0 penalties

Theorem (NS conds for P1)

g̃ has property P1 ∀d ∈ R iff φ verifies :

• φ(0) = 0,

• ∀u ∈ R \
(
−
√

2λ
a
,
√

2λ
a

)
,

φ(u) = λ|u|0 = λ,

• ∀u ∈
(
−
√

2λ
a
,
√

2λ
a

)
\ {0},

φ(u) > φCEL0(a, λ;u)
u

φ(u)
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II.5) On a unified view of exact `0 penalties

Theorem (NS conds for P1 and P2)

g̃ has property P1 and P2 ∀d ∈ R iff in
addition to the previous conditions, φ
verifies :

• ∀u ∈ B \{0}, lim
v→u
v<u

φ′(v) > lim
v→u
v>u

φ′(v)

• ∀u ∈ (β−, β+) \B, φ′′(u) < −a2

for β− ∈
[
−
√

2λ
a
, 0
)

and β+ ∈
(

0,
√

2λ
a

]
.

u

φ(u)

−
√

2λ
a

√
2λ
a

φCEL0
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√
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√

2λ
a

√
2λ
a

φCEL0
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II.5) On a unified view of exact `0 penalties

Examples using state of the art penalties

Penalty Def φi P1 P2 Conditions

Cap-`1
[Zhang 09]

λmin
{
θi|xi|, 1

} √
X λθi ≥

√
2λ‖ai‖

SCAD
[Fan and Li 01]


λ̃i|u| if |u| ≤ λ̃i,
2γiλ̃i|u|−λ̃

2
i−u

2

2(γi−1)
if λ̃i < |u| ≤ γiλ̃i,

(γi+1)λ̃2
i

2
if |u| > γiλ̃i

√
X

(γi+1)λ̃2
i

2
= λ

2 < γi ≤
1
‖ai‖

− 1

MCP
[Zhang 10]


γiλ̃

2
i

2
if |u| > γiλ̃i(

λ̃i|u| −
u2

2γi

)
if |u| ≤ γiλ̃i

√ √
γiλ̃

2
i

2
= λ

γi <
1

‖ai‖2

Trunc-`p
λmin

{
θi|xi|

pi , 1
} √ √

θi ≥
(
‖ai‖

2

pi(1−pi)λ

)pi/2
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II.5) On a unified view of exact `0 penalties
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(f) Truncated-`p

Figure: Examples of penalties for which P1 (Top) or P1 and P2 (Bottom) hold
for a = 0.5, λ = 1 and d = 1.8.
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II.5) On a unified view of exact `0 penalties
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Figure: Examples of penalties for which P1 (Top) or P1 and P2 (Bottom) hold
for a = 0.5, λ = 1 and d = 1.8.

Slide 31/46 — Laure Blanc-Féraud (CNRS) — NCMIP 2016 — May 20, 2016



IV/ Minimizing the `2−CEL0 functional

Nonsmooth nonconvex algorithms

The continuity of GCEL0 allows to use recent nonsmooth nonconvex algorithms to
minimize (indirectly) G`0 ,

• Difference of Convex (DC) functions programming [Gasso et al 09]

• Majorization-Minimization(MM) algorithms (e.g. Iteratively Reweighted `1
(IRL1) [Ochs et al 14])

• Forward-Backward splitting (GIST [Gong et al 13], [Attouch et al 13])
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V/ Minimizing the `2−CEL0 functional - FB Algorithm

GCEL0(x) :=
1

2
‖Ax− d‖2 + ΦCEL0(x)

Forward-Backward Splitting Algorithm

xk+1 ∈ proxγkΦCEL0(·)

(
xk − γkAT (Axk − d)

)
,

where 0 < γ < γk < γ̄ < 1
L

with L the Lipschitz constant of the gradient of the
quadratic term.

• If the functional has the Kurdyka-Lojaseiwicz (KL) property, the generated
sequence converges to a critical point of the minimized functional
[Attouch et al 13]

• With proxγ|·|0 ⇒ Iterative Hard Thresholding [Attouch et al 13] previously

introduced by [Blumensath and Davies 08]
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II.6) Minimizing the CEL0 functional - Proximal operator

Proximal operator for ‖ · ‖0 and ΦCEL0

proxγf(·)(y) := arg min
x∈RN

1

2γ
‖x− y‖2 + f(x) .

Since ‖ · ‖0 and ΦCEL0 are additively separable, this problem is reduced to N
independent 1D problems,

proxγ|·|0 (u) = u1{|u|>√2γλ} + {0, u}1{|u|=√2γλ}

proxγφ(a,λ;·)(u) =

 sign(u) min
(
|u|, (|u| −

√
2λγa)+/(1− a2γ)

)
if a2γ < 1 ,

u1{|u|>√2γλ} + {0, u}1{|u|=√2γλ} if a2γ ≥ 1 .

(4)
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(4)

γ ∈
(

0, 1
‖A‖2

)
‖A‖ = sup

‖x‖=1
‖Ax‖ ≥ maxi∈IN ‖ai‖

 =⇒ ∀i ∈ IN , ‖ai‖2γ < 1
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IV/ Minimizing the `2−CEL0 functional - Proximal operator

Proximal operator for ‖ · ‖0, ΦCEL0 and ‖ · ‖1.
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Figure: Proximal operator of `0 (red), ΦCEL0 (green), `1 (blue).
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V/ Numerical Illustrations and comparisons – Minimizing G`0

Experiment description

• generation of 1000 random A ∈ R7×15 and d ∈ R7 from an uniform
distribution

• resolution using the IHT algorithm for G`0 and the IRl1 or FBS algorithm
GCEL0 with the same initialization

• for each generation and each algorithm used, computation of the error
|G`0 (x̂)−G`0 (x?)| where x? is a global minimizer of G`0 and GCEL0 computed
by combinatorial search on this small example
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V/ Numerical Illustrations and comparisons – Minimizing G`0
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(b) λ = 0.5
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(c) λ = 1

Figure: Cumulative histograms of the error |G`0 (x̂)−G`0 (x?)|. Algorithms

initialization : x0 = AT d. The experiment is repeated for three values of λ (0.1,
0.5 and 1). IHT algorithm (blue), macro algorithm combined with IRl1 (red) or
FB (green).
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V/ Numerical Illustrations and comparisons – Minimizing G`0
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Figure: Cumulative histograms of the error |G`0 (x̂)−G`0 (x?)|. Algorithms

initialization : x0 = x`1 the solution of the `1 relaxed problem. The experiment is
repeated for three values of λ (0.1, 0.5 and 1). IHT algorithm (blue), macro
algorithm combined with IRl1 (red) or FB (green).
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V/ Numerical Illustrations and comparisons – Channel estimation

Experiment description

• signal at the receiver = composition of scaled and delayed versions of the
transmitted signal,

• channel modelled as a finite set of K delays,

• the signal is pilot-aided and symbols of the pilot are known at the receiver,

Figure: Channel estimation
problem

Problem formulation :

y = Sh+ n

where

• S is a matrix defined by the symbols of
the pilot,

• h is a sparse vector containing K
nonzero entries corresponding to the
unknown delays,

• y is the received signal,

• n is an additive noise.
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V/ Numerical Illustrations and comparisons – Channel estimation
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Figure: MSE vs. SNR for channel estimation (K = 9 and N=600) using `1
minimization (FBS with soft threshold) and `0 minimization (IHT or CEL0 with
FBS). The dashed line represents the Oracle-CRB.

Joint work with

• Adilson Chinatto, Cynthia Junqueira, João M. T. Romano from University
of Campinas, Brazil

• Pascal Larzabal and Jean-Pierre Barbot from ENS Cachan, France.
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Take home message

Take home message

• To minimize G`0 replace it by GCEL0,

• It does not change the global minimizers,

• It avoids some locals minimizers (does not change the others),

• In the framework of IHT (FBS) =⇒ replace the Hard threshold by the
continuous CEL0 threshold,

• GCEL0 is continuous, allowing to use recent nonsmooth nonconvex algorithms

• GCEL0 is an “optimal” continuous relaxation of G`0 in a certain sense

Ongoing work

• Algorithms to minimize efficiently the CEL0 functional,

• Application to Signal/Image problems (Sparse spikes deconvolution,
Direction Of Arrivals estimation, Photo Activation Localization
Microscopy...)

• Generalization to non-quadratics data fidelity terms.
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