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Let G denote a multigraph with edge set E(G), let µ(G) denote the maximum edge multiplicity in G, and let Pk

denote the path on k vertices. Heinrich et al.(1999) showed that P4 decomposes a connected 4-regular graph G if and
only if |E(G)| is divisible by 3. We show that P4 decomposes a connected 4-regular multigraph G with µ(G) ≤ 2

if and only if no 3 vertices of G induce more than 4 edges and |E(G)| is divisible by 3. Oksimets (2003) proved
that for all integers k ≥ 3, P4 decomposes a connected 2k-regular graph G if and only if |E(G)| is divisible by 3.
We prove that for all integers k ≥ 2, the problem of determining if P4 decomposes a (2k + 1)-regular graph is NP-
Complete. El-Zanati et al.(2014) showed that for all integers k ≥ 1, every 6k-regular multigraph with µ(G) ≤ 2k

has a P4-decomposition. We show that unless P = NP, this result is best possible with respect to µ(G) by proving that
for all integers k ≥ 3 the problem of determining if P4 decomposes a 2k-regular multigraph with µ(G) ≤ b 2k

3
c+ 1

is NP-Complete.

Keywords: P4-decomposition, multigraphs, NP-complete

1 Introduction
For integers i and j with i ≤ j, let [i, j] denote the set {i, i + 1, . . . , j}. A graph has no multiple edges
or loops while a multigraph is allowed to have multiple edges but has no loops. Let G be a multigraph
with vertex set V (G) and edge set E(G). The multiplicity of an edge (u, v) ∈ E(G) is defined to be the
number of edges joining u and v and is denoted by µ(uv,G) and the maximum edge-multiplicity of G is
denoted by µ(G). We denote by λG the multigraph obtained from G by replacing each edge of G by λ
parallel edges. A path consisting of 3 edges (x, y), (y, z),and (z, w) is denoted by P4 and the edge (y, z)
is called the central edge of P4. A decomposition of a multigraph G is a partition of its edge set into
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edge disjoint subgraphs H1, H2, . . . ,Hk of G; if each Hi, i ∈ [1, k] is isomorphic to a graph H then we
have an H-decomposition of G and we say that H decomposes G. It is well known that every connected
multigraph G with the degree of each of its vertices being even has an Euler tour; we say that such a
multigraph is Eulerian. We will denote an Euler tour in G by the sequence of vertices visited by the tour.
An Euler tour in a multigraph G is said to be a triangle-free Euler tour if no three consecutive edges in
the Euler tour form a triangle in G. A (C2, C3)-free Euler tour in a multigraph G is a triangle-free Euler
tour in which no two consecutive edges are a parallel pair in G.
We refer the reader to [2] for all terminology and notation that is not defined in this paper.
The following conjecture by Graham and Häggkvist [8] is the genesis of much of what we discuss in this
paper.

Conjecture 1 [8] Every tree on m edges decomposes every 2m-regular graph.

In [8] Häggkvist described a method to prove the above conjecture for m = 3, i.e. that P4 decomposes
every 6-regular graph. M. Kouider and Z. Lonc [11] obtained a generalization of this result by showing
that any path on m edges decomposes every 2m-regular graph G of girth g with m ≤ 2g − 3.
The following theorem independently due to Kotzig [10] and Bouchet and Fouquet [3] gives a necessary
and sufficient condition for a cubic graph to have a P4-decomposition.

Theorem 1 [3] A cubic graph G has a P4-decomposition if and only if G has a 1-factor.

Heinrich et al. [9] proved the following theorem as a corollary of a theorem on triangle-free Euler tours
in connected 4-regular graphs.

Theorem 2 [9] A connected 4-regular graph G has a P4-decomposition if and only if |E(G)| is divisible
by 3.

In Section 2 of this paper we extend Theorem 2 by proving that a connected 4-regular multigraph G with
µ(G) ≤ 2 has a P4-decomposition if and only if no 3 vertices of G induce more than 4 edges and |E(G)|
is divisible by 3.
Bondy [1] proved that if we double the edges of a cubic graph then P4 decomposes the resulting multi-
graph.

Theorem 3 [1] Let G be a cubic graph. Then 2G has a P4-decomposition.

The following generalization of Theorem 3 was obtained in [6].

Theorem 4 [6] Every 6-regular multigraph with µ(G) ≤ 2 has a P4-decomposition.

Theorem 4 was further generalized to multigraphs with higher multiplicity in [6].

Theorem 5 [6] For all integers k ≥ 1, every 6k-regular multigraph G with µ(G) ≤ 2k has a P4-
decomposition.

In section 3 of this paper we prove the NP-Completeness of some P4-decomposition problems. Dor and
Tarsi [5] proved the following classic NP-Completeness theorem about decompositions of graphs

Theorem 6 [5] For a fixed graph H that has at least one component with at least 3 edges, the problem
of determining if there exists an H-decomposition of an arbitrary graph G is NP-Complete.

Bryś and Lonc [4] proved that if every component of H has at most 2 edges, then there is a polynomial
time algorithm to determine if a graph G has an H-decomposition.
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Theorem 7 [4] For a fixed graph H with each component having at most 2 edges, the problem of deter-
mining if there exists an H-decomposition of an arbitrary graph G can be solved in polynomial time.

Theorem 6 implies that the problem of determining if P4 decomposes an arbitrary graph G is NP-
Complete. Teypaz and Rapine [13] proved that this remains true even under the restricted case where
G is bipartite.

Theorem 8 [13] The problem of determining if there exists a P4-decomposition of an arbitrary bipartite
graph G is NP-Complete.

Oksimets [12] obtained the following theorem as a corollary of a result on triangle-free Euler tours in
even-regular graphs.

Theorem 9 [12] For all integers k ≥ 3, every connected 2k-regular graphG with |E(G)| being divisible
by 3 has a P4-decomposition.

In section 3 of this paper we use a construction similar to the one used in the proof of Theorem 8 to prove
that for all integers k ≥ 2, the problem of determining if P4 decomposes a (2k + 1)-regular graph is
NP-Complete. We also prove that for all integers k ≥ 3, the problem of determining if P4 decomposes
a 2k-regular multigraph G with µ(G) ≤ b 2k3 c + 1 is NP-Complete. This shows that with respect to
the maximum multiplicity of the multigraph, unless P = NP, Theorems 4 and 5 are best possible. In
particular, in contrast to Theorem 4, this shows that the problem of determining if P4 decomposes a
6-regular multigraph with maximum multiplicity 3 is NP-Complete.

2 P4-decomposition of 4-regular multigraphs of maximum multi-
plicity 2

A (2,4)-multigraph is a multigraph whose vertices have degree 2 or 4. Let G be the family of connected
(2,4)-graphs shown in Figure 1 where H is any graph with appropriate degrees. Heinrich et al.[9] proved
that the graphs in G are the only connected (2,4)-graphs that do not admit a triangle-free Euler tour.

Theorem 10 [9] A connected (2,4)-graph G admits a triangle-free Euler tour if and only if G 6∈ G.

Fig. 1: Family G of (2,4)-graphs with no triangle-free Euler tour.

Clearly, if G 6∈ G is a connected, (2,4)-graph with |E(G)| divisible by 3 then we can obtain a P4-
decomposition of G by properly segmenting a triangle-free Euler tour in G. More significantly, Heinrich
et al. [9] proved Theorem 2 mentioned in the Introduction as a consequence of Theorem 10.
We now prove extensions of these results by Heinrich et al. [9] to multigraphsGwith µ(G) ≤ 2. LetF be
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the family of connected (2,4)-multigraphs shown in Figure 2 where H is any multigraph with appropriate
degrees.

Theorem 11 A connected (2,4)-multigraph G with µ(G) ≤ 2 admits a (C2, C3)-free Euler tour if and
only if G 6∈ F .

Proof: If G ∈ F , it is easy to check that G does not admit a (C2, C3)-free Euler tour. Let G 6∈ F be a
connected (2,4)-multigraph with µ(G) ≤ 2 and let p(G) be the number of parallel edge pairs in G. We
prove the theorem by induction on p(G). The base case p(G) = 0 follows from Theorem 10 because in
that case G has no multiple edges and the family G of graphs in Figure 1 is contained in the family F in
Figure 2. Suppose inductively that the theorem is true for 0 ≤ p(G) ≤ k. Let G 6∈ F be a connected
(2,4)-multigraph with µ(G) ≤ 2 and p(G) = k + 1.

Fig. 2: Family F of multigraphs with no (C2, C3)-free Euler tour.

Let u and v be adjacent vertices of G with µ(u, v) = 2, and let G∗ be the graph obtained from G
by subdividing one of the edges (u, v) by inserting a new vertex w. Clearly, G∗ is a connected (2,4)-
multigraph with p(G∗) = k. We claim that G∗ 6∈ F . If G∗ ∈ F then the inserted vertex w of degree two
must be a depicted vertex of one of the multigraphs in Figure 2. But note that the multigraph obtained
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by deleting any depicted vertex x of degree two from any of the multigraphs in Figure 2 and joining the
neighbors of x by an edge results in a multigraph in F or an edge of multiplicity three or a loop. For
example, performing this operation on the multigraph XIII in Figure 2 results in multigraph X. Hence,
since G 6∈ F , we have that G∗ 6∈ F as claimed.

By the induction hypothesis we have that G∗ has (C2, C3)-free Euler tour E∗ and we may assume
without loss of generality that u,w, v is a subsequence of E∗. Let E be the Euler tour of G obtained
from E∗ by replacing its subsequence u,w, v by u, v. Since E∗ is (C2, C3)-free, E is C2-free and we are
done if in addition E is C3-free. So, assume that some 3 consecutive vertices in E form a triangle in G
which must clearly contain the edge (u, v) and hence we can assume that E starts with the subsequence
u, v, t, u for some vertex t 6= u, v. Because E is C2-free, it cannot end with the subsequence v, u, and
hence we can further assume that E starts with the subsequence u, v, t, u, v. But then, E∗ must contain
either the subsequence u,w, v, t, u, v or u, v, t, u, w, v. In either case, this implies that E∗ contains a
C3-subsequence which is a contradiction. The result follows.

2

Theorem 11 directly yields the corollary below by appropriately segmenting a (C2, C3)-free Euler tour
into 3-edge segments.

Corollary 1 Let G be a connected (2,4)-multigraph with µ(G) ≤ 2. If G 6∈ F and |E(G)| is divisible by
3 then G admits a P4 decomposition.

We are now ready to prove the main result of this section.

Theorem 12 A connected 4-regular multigraph G with µ(G) ≤ 2 admits a P4 decomposition if and only
if no 3 vertices of G induce more than 4 edges and |E(G)| is divisible by 3.

Proof: Clearly, if G has a P4-decomposition then |E(G)| is divisible by 3 and no three vertices of G
induce more than 4 edges.

LetG be a connected 4-regular multigraph with µ(G) ≤ 2, with |E(G)| divisible by 3, and such that no
three vertices of G induce more than 4 edges. If G 6∈ F , the result follows from Corollary 1. So assume
G ∈ F . Clearly, G must be a type IX, X, or XIV graph (and perhaps, all three) in F .

We will construct from G a connected (2,4)-multigraph G∗ 6∈ F and with |E(G∗)| divisible by 3.
Theorem 11 will then imply that G∗ admits a (C2, C3)-free Euler tour, and hence a P4 decomposition.
We will then show how this P4 decomposition of G∗ yields a P4 decomposition of G.

We construct G∗ by replacing the subgraph induced by the 4 vertices shown in Figure 2 in type IX or
type X structures in G by paths of length 4, and, the subgraph induced by the 5 vertices shown in Figure
2 in type XIV structures in G by paths of length 3. Note that the lengths of these paths mod 3 is equal to
the number of edges mod 3 in the induced subgraphs that they replace.

Clearly, G∗ 6∈ F is a connected (2,4)-multigraph with µ(G∗) ≤ 2, and |E(G∗)| divisible by 3, and
hence by Theorem 11 has a (C2, C3)-free Euler tour, T ∗. We now use T ∗ to construct an Euler tour, T ,
in G which will provide a P4-decomposition of G.

Begin by traversing T ∗ until the next vertex to be reached is contained in a replacement path. Let m be
the number of edges traversed until now reduced modulo 3. Remove the replacement path added in the
construction of G∗, and reinstate the original induced subgraph on 4 or 5 vertices that was replaced by it.
In Figures 3, 4, and 5, the directions in which these edges should be traversed are indicated with arrows,
and the order in which the edges are to be traversed have been indicated by labels that occur in sets of



68 Ajit A. Diwan, Justine E. Dion, David J. Mendell, Michael J. Plantholt, Shailesh K. Tipnis

three, which also indicate which edges will be partitioned together in the final P4-decomposition of G.
Note that we lose no generality by assuming that the reinstated subgraph is entered from the left-hand side
in Figures 3, 4, and 5. Even in the case of a type IX graph in F , which is not strictly symmetric, it is easy
to confirm a symmetry between the labelings given in Figures 3(a), (b), and (c), 4(a), (b), and (c), and
5(a), (b), and (c). For each reinstated subgraph, the labeling of the edges chosen depends on m, as well
as the type of structure replaced. If m is equivalent to 0 modulo 3, the labeling is given by Figure 3(a),
4(a), or 5(a), if m is equivalent to 1 modulo 3, the labeling is given by Figure 3(b), 4(b), or 5(b), and, if
m is equivalent to 2 modulo 3, the labeling is given by Figure 3(c), 4(c), or 5(c). Note that in all cases, no
edges with equal labels induce a C3 or a C2.

Fig. 3: Labelings for type IX subgraphs being reinstated.

Fig. 4: Labelings for type X subgraphs being reinstated.
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Fig. 5: Labelings for type XIV subgraphs being reinstated.

Continue traversing the edges of T ∗ after leaving the reinstated subgraph and iterate this process until
all subgraphs that were replaced by paths when G∗ was constructed have been reinstated, and all edges of
G have been traversed.

This completes the construction of T , which is not necessarily (C2, C3)-free but such that for i ∈
[1, |E(G)|] if we label the i th edge encountered in T by ei, then the edges e3j−2, e3j−1, e3j form a P4

for j ∈ [1, |E(G)|
3 ], thus providing a P4-decomposition of G. 2

3 NP-Completeness of some regular graph/multigraph decompo-
sition problems

For an integer m ≥ 3, X3C(m) is the following exact 3-cover problem.
X3C(m)
Given: A finite ground set X and a collection of subsets S = {Si}ki=1 of X with |Si| = 3 for each
i ∈ [1, k] and each element of X contained in exactly m sets in S.
Question: Is there a subcollection Q ⊆ S such that each element of X is contained in exactly one set in
Q?
If for some instance I of X3C(m), the subcollection Q in the above question exists, we say that I has an
exact cover consisting of Q.
Gonzalez [7] proved that Exact 3-cover is NP-complete if each element of the ground set is contained in
exactly 3 subsets.

Theorem 13 [7] X3C(3) is NP-complete.

We first prove the following more general form of Theorem 13.

Theorem 14 For every integer m ≥ 3, X3C(m) is NP-complete.
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Proof: Clearly, the problem is in NP. Theorem 13 verifies the case m = 3. Suppose we have an instance
I of X3C(n) with ground set X and a collection of subsets S of X , for some integer n ≥ 3. We will
construct an instance I’ of X3C(n+ 1) with ground set X ′ and a collection of subsets S ′ of X ′ such that
I has an exact cover if and only if I’ has an exact cover.

Without loss of generality suppose that |X| = 3q, otherwise trivially, no exact cover exists for instance
I. Partition the elements in X arbitrarily into q sets Xs = {x(s)1 , x

(s)
2 , x

(s)
3 }, for each s ∈ [1, q]. Let

X ′ = X
⋃

(
⋃q
s=1{a

(s)
1 , a

(s)
2 , . . . , a

(s)
3(n+1)}), where a(s)i is a new element not contained in X for each

i ∈ [1, 3(n+ 1)] and s ∈ [1, q]. The collection of subsets S ′ of X ′ is better described by first constructing
a collection of subsets S ′′ and then amending S ′′ to get S ′. Let S ′′ = S

⋃
(
⋃q
s=1{{a

(s)
3i+1, a

(s)
3i+2, a

(s)
3j+3} :

0 ≤ i, j ≤ n}). Note that for each i ∈ [1, 3(n + 1)] and s ∈ [1, q], a(s)i is contained in exactly (n + 1)
subsets of S ′′. Now, to construct the collection of subsets S ′ we amend S ′′ as follows: Delete the 3q sets
{a(s)3n+1, a

(s)
3n+2, a

(s)
3j+3} for each 0 ≤ j < 3 and each s ∈ [1, q], add the sets {a(s)3 , a

(s)
6 , a

(s)
9 } for each

s ∈ [1, q], and, replace the element a(s)3n+3 in the sets {a(s)3i+1, a
(s)
3i+2, a

(s)
3n+3} for 0 ≤ i < 3 by the element

a
(s)
3n+1 for each s ∈ [1, q]. Now all new elements except a(s)3n+2 and a(s)3n+3 for each s ∈ [1, q] are contained

in (n+ 1) sets and these are contained in exactly (n− 2) sets. Finally, add the sets {x(s)i , a
(s)
3n+2, a

(s)
3n+3}

for each i ∈ [1, 3] and each s ∈ [1, q]. We now have the collection of subsets S ′ of X ′ of cardinality 3
each and such that each element of X ′ is contained in exactly (n + 1) sets in S ′. Now if I has an exact
cover Q then Q′ = Q

⋃
(
⋃q
s=1{{a

(s)
3i+1, a

(s)
3i+2, a

(s)
3i+3} : i ∈ [0, n]}) is an exact cover for I’. Conversely,

if Q′ is an exact cover of I’, then no set of the form {x(s)i , a
(s)
3n+2, a

(s)
3n+3} for i ∈ [1, 3] and s ∈ [1, q] can

beQ′, since if so, it is impossible to cover the elements a(s)i for i ∈ [1, 3(n+ 1)] \ {3n+ 2, 3(n+ 1)} and
s ∈ [1, q]. Hence, in I’, the elements of the ground set X of I must be covered by sets in S which gives an
exact cover for I. 2

We now use Theorem 13 to prove that the problem of determining if P4 decomposes a 5-regular graph
is NP-complete, and point out that Theorem 14 can be used to prove more generally that for all integers
k ≥ 2, the problem of determining if P4 decomposes a (2k + 1)-regular graph is NP-complete.

Theorem 15 Given a 5-regular graphG, the problem of determining ifP4 decomposesG is NP-Complete.

Proof: Clearly the problem is in NP. We will prove the theorem by reduction from the NP-Complete
problem X3C(3). Consider an arbitrary instance I of X3C(3) with ground set X and a collection of
subsets S = {Si}ki=1 of X with |Si| = 3 for each i ∈ [1, k] and each element of X contained in exactly
3 sets in S. Without loss of generality assume that |X| = |S| = 3q and let X = {x1, x2, . . . , x3q}. We
will construct a 5-regular graph G such that P4 decomposes G if and only if I has an exact cover. For
each element xi ∈ X , we have a vertex vi ∈ V (G), i ∈ [1, 3q]. For each set Si ∈ S, we will construct a
set-gadget graph Gi, i ∈ [1, 3q]. If Si = {xj , xk, xl} then Gi has 3 vertices w(i)

j , w
(i)
k , and w(i)

l of degree
4 each and 6 vertices ai, bi, ci, di, ei, and fi of degree 5 each, so that |E(Gi)| = 21 = 0 (mod 3).
In addition we choose Gi and Gi \ T to be P4-decomposable, where T is a set of 6 edges consisting of
edge-disjoint paths of length 2 starting at each of the 3 vertices of degree 4. Figure 6 shows an example
of Gi with these properties. The letters by the edges indicate a P4-decomposition of the gadget. Also
note that if you remove the edges (wij , di), (di, bi), (w

i
k, fi), (fi, di), (w

i
l , ai), and (ai, di) the letters on

the edges continue to indicate a P4-decomposition of the remaining edges
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wil

ai

di

bi

ci

fi

ei

wij wik
G

B

G

D

F

G

B

E

E

E

A

C

D

D

F

C

C

A

B

F

A

Fig. 6: Set gadget graph Gi for set Si = {xj , xk, xl}

In G, if xi ∈ Sj , vertex vi is joined to vertices w(j)
i , for each i, j ∈ [1, 3q]. For each element xi ∈ X ,

we construct two disjoint copies H(1)
i , H

(2)
i of an element-gadget graph, i ∈ [1, 3q]. For j = 1 and 2,

graph H(j)
i has one vertex u(j)i of degree 4 and 8 vertices of degree 5, so that |E(H

(j)
i )| = 22 = 1

(mod 3). In addition, we choose H(j)
i such that H(j)

i - e is P4 decomposable, where e is an edge incident
on the vertex of degree 4. Figure 7 shows an example of H1

i with these properties. The letters to the right
or above the edges indicate a P4-decomposition of the gadget with the exception of one edge incident on
the vertex of degree 4. In G, for each i ∈ [1, 3q], vertex vi is joined by an edge to vertices u(1)i and u(2)i .
This completes the construction of the graph G.

Suppose that the instance I of X3C(3) has an exact coverQ. If for i ∈ [1, 3q] set Si = {xj , xk, xl} ∈ Q,
we use 3 edge-disjoint paths of length 2 in Gi starting at w(i)

j , w
(i)
k and w(i)

l together with the edges

vjw
(i)
j , vkw

(i)
k and vlw

(i)
l that are external to Gi as 3 P4 s in a decomposition of G. The rest of the 15

edges in Gi decompose internally into P4 s. For Si 6∈ Q we decompose all the 21 edges in Gi internally
into P4 s. Since Q is an exact cover of I, for each i ∈ [1, 3q], this leaves uncovered exactly 2 edges
joining vi to vertices corresponding to 2 sets in S \ Q. We use these 2 uncovered edges together with the
edges viu

(1)
i , viu

(2)
i and two internal edges in H(1)

i and H(2)
i incident on u(1)i and u(2)i as 2 P4 s in the

decomposition of G. The remaining 21 edges in each of H(1)
i and H(2)

i decompose internally into P4 s
for each i ∈ [1, 3q].

Conversely suppose that G has a P4-decomposition. For i ∈ [1, 3q], the P4 s that are internal to H(1)
i

and H(2)
i in the decomposition leave exactly one internal edge uncovered incident on each of u(1)i and

u
(2)
i . In any P4-decomposition of G these uncovered edges must be covered by P4 s that include the
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u1i
C

A B

B

A

A

D

B

F

C

D

F

D G

G

F

E

E G

E

C

Fig. 7: Element gadget H1
i for element xi

edges u(1)i vi and u(2)i vi together with 2 edges joining vi to corresponding vertices w(j)
i and w(k)

i for some
j, k ∈ [1, 3q]. For each i ∈ [1, 3q], this leaves exactly one edge incident on vi uncovered that joins vi to a
corresponding vertex w(l)

i for some l ∈ [1, 3q].
For each i ∈ [1, 3q], letXi = {vjw(i)

j , vkw
(i)
k , vlw

(i)
l } be the set of edges that have exactly one endpoint

in V (Gi). We claim that in any P4-decomposition of G, for each i ∈ [1, 3q] the P4 s that cover the edges
in Gi include all three or none of the edges in Xi. To see this, note that if exactly one of the edges in Xi

is included in the P4 s that cover the edges in Gi, then that edge must be in a P4 that includes 2 edges in
E(Gi) and that leaves the remaining 19 edges in E(Gi) to be covered internally, which is impossible. If
exactly two of the edges in Xi are included in the P4 s that cover the edges in Gi, then, clearly, this leaves
either 17 or 20 edges in E(Gi) to be covered internally, which is impossible.

Now, it is easy to see that the sets corresponding to those set-gadget graphs Gi, i ∈ [1, 3q], for which
the P4 s that cover the edges in Gi include all three edges in Xi form an exact cover of I. 2

We point out that by using the more general Theorem 14, a proof similar to that of Theorem 15 yields
the NP-Completeness of the problem of determining if a (2k + 1)-regular graph has a P4-decomposition
for all k ≥ 2.

Theorem 16 For all k ≥ 2, given a (2k + 1)-regular graph G, the problem of determining if P4 decom-
poses G is NP-Complete.

Proof: Clearly the problem is in NP. Theorem 14 gives that X3C(k+1) is NP-Complete for all k ≥ 2. We
prove the theorem by reduction from X3C(k+ 1) for k ≥ 2. Given an arbitrary instance I of X3C(k+ 1)
for k ≥ 2, we will only describe the set-gadget graphs, the element-gadget graphs, and the graph G which
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is (2k + 1)-regular and such that I has an exact cover if and only if P4 decomposes G. As in the proof of
Theorem 15 we have a set-gadget graph for each subset of the ground set. The set-gadget graph Gi has 3
vertices of degree 2k each, all other vertices of Gi have degree (2k+ 1) each, |E(Gi)| = 0 (mod 3), Gi
is P4 decomposable, and Gi \ T is decomposable where T is a set of 6 edges consisting of edge-disjoint
paths of length 2 starting at each of the 3 vertices of degree 2k. Corresponding to each element xi of the
ground set we have a vertex vi and k copies of an element gadget graph H(j)

i , j ∈ [1, k]. Each element-
gadget graph H(j)

i has one vertex of degree 2k, all other vertices of H(j)
i have degree (2k + 1) each,

|E(H
(j)
i )| = 1 (mod 3), and H(j)

i - e is P4 decomposable, where e is an edge incident on the vertex of
degree 2k. For each element xi in the ground set, the corresponding vertex vi is joined to the k vertices of
degree 2k in each of the associated element-gadget graphs H(j)

i , j ∈ [1, k], and vi is joined to one of the
3 vertices of degree 2k in each of the associated set-gadget graphs that correspond to the (k + 1) subsets
that contain xi. Now, an argument similar to that in the proof of Theorem 15 shows that I has an exact
cover if and only if P4 decomposes G. 2

We will now use Theorem 16 to prove the NP-Completeness of the problem of determining if P4

decomposes certain regular multigraphs.

Theorem 17 For all integers k ≥ 1, the problem of determining if P4 decomposes a 6k-regular multi-
graph G with µ(G) ≤ (2k + 1) is NP-Complete.

Proof: Clearly, the problem is in NP. Theorem 16 gives that the problem of determining if P4 decomposes
a (6k − 1)-regular graph is NP-Complete for all integers k ≥ 1. We will prove our theorem by reduction
from this NP-Complete problem.

For k ≥ 1, given a (6k − 1)-regular graph G, we will construct a 6k-regular multigraph G′ with
µ(G′) ≤ (2k + 1) such that P4 decomposes G if and only if P4 decomposes G′. If |V (G)| = n, we will
use n copies of the following gadget graph H in our construction of G′. To construct the gadget H , take 3
disjoint cliquesQ1, Q2, andQ3 on 2k vertices each and remove a perfect matching fromQ1 andQ2. Add
2k disjoint triangles, each containing one vertex from each of the 3 cliques. The edges of these triangles
joining a vertex in Q1 to a vertex in Q2 have multiplicity (2k + 1), and all other edges of these triangles
have multiplicity 2k. This completes the construction of the gadget graph H which is (6k − 1)-regular
and has µ(H) ≤ (2k + 1). In the construction of G′ we will add one edge between each vertex of a copy
of H and the rest of G′.

Now, given a (6k − 1)-regular graph G on n vertices vi, i ∈ [1, n], make 6k disjoint copies Gi,
i ∈ [1, 6k] of G, and n disjoint copies Hi, i ∈ [1, n] of H . Join each vertex of Hi to a different copy of
vi ∈

⋃6k
j=1 V (Gj) for i ∈ [1, n]. This completes the construction of the graph G′.

Suppose P4 decomposes G. We decompose each Gi, i ∈ [1, 6k] separately. It is easy to check that
each Hi , i ∈ [1, n] together with the 6k edges between a vertex of Hi and a vertex not in V (Hi) can be
decomposed into P4 s separately. This yields a P4-decomposition of G′.

Conversely, suppose P4 decomposes G′. We claim that the edges in each Hi , i ∈ [1, n] together with
the 6k edges between a vertex of Hi and a vertex not in V (Hi) must be decomposed into P4 s without
using any other edges. To prove this claim note that the total number of edges contained in the 2k disjoint
triangles added to the 3 cliques in Hi is (2k)(6k + 1). Any P4 can contain at most 2 edges from these
triangles and hence in any decomposition of G′ there are at least (k)(6k + 1) = (6k2 + k) P4’s that
contain edges from these triangles. In addition, any of these (6k2 + k) P4’s must use an edge from one
of the cliques Qi, i ∈ [1, 3] or an edge joining a clique vertex to the rest of the graph G′. Since there are
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exactly (6k2 + k) such edges, the claim follows. Now, the P4-decomposition of any Gi, i ∈ [1, 6k] in the
decomposition of G′ gives a P4-decomposition of G. 2

We now prove a strengthening of Theorem 17 above.

Theorem 18 For all integers k ≥ 3, the problem of determining if P4 decomposes a 2k-regular multi-
graph G with µ(G) ≤ b 2k3 c+ 1 is NP-Complete.

Proof: Clearly, the problem is in NP. If k is a multiple of 3 then the theorem follows from Theorem 17
above.
So, suppose that k = 3m + 1 for some integer m ≥ 1. For m ≥ 1, given a (6m + 1)-regular graph G,
we will construct a (6m+ 2)-regular multigraph G′ with µ(G′) ≤ (2m+ 1) such that P4 decomposes G
if and only if P4 decomposes G′. This will prove the theorem for this case because by Theorem 16 the
problem of determining if P4 decomposes a (6m + 1)-regular graph is NP-Complete for all m ≥ 1. If
|V (G)| = n, we will use n copies of the following gadget graphH in our construction ofG′. To construct
the gadget H , take 3 disjoint copies of the clique K2m and add 2m disjoint triangles, each containing one
vertex from each of the 3 cliques with the multiplicity of each edge of these triangles being (2m+1). This
completes the construction of the gadget graph H which is (6m+ 1)-regular and has µ(H) ≤ (2m+ 1).
In the construction of G′ we will add one edge between each vertex of a copy of H and the rest of G′.

Now, given a (6m + 1)-regular graph G on n vertices vi, i ∈ [1, n], make 6m disjoint copies Gi,
i ∈ [1, 6m] of G, and n disjoint copies Hi, i ∈ [1, n] of H . Join each vertex of Hi to a different copy of
vi ∈

⋃6m
j=1 V (Gj) for i ∈ [1, n]. This completes the construction of the graph G′. Now, as in the proof

of Theorem 17, we can argue that the edges in each Hi , i ∈ [1, n] together with the 6m edges between
a vertex of Hi and a vertex not in V (Hi) must be decomposed into P4 s without using any other edges.
The rest of the proof is similar to that of Theorem 17.
To complete the proof, suppose that k = 3m+ 2 for some integer m ≥ 1. For m ≥ 1, given a (6m+ 3)-
regular graph G, we will construct a (6m + 4)-regular multigraph G′ with µ(G′) ≤ (2m + 2) such that
P4 decomposes G if and only if P4 decomposes G′. This will prove the theorem for this case because by
Theorem 16 the problem of determining if P4 decomposes a (6m+ 3)-regular graph is NP-Complete for
allm ≥ 1. If |V (G)| = n, we will use n copies of the following gadget graphH in our construction ofG′.
To construct the gadget H , take 3 disjoint copies Q1, Q2, and Q3 of the clique K2m and add 2m disjoint
triangles, each containing one vertex from each of the 3 cliques with the multiplicity of the edges between
a vertex of Q1 and a vertex of Q2 being (2m + 1) and the multiplicity of all other edges of the added
triangles being (2m+2). Now, add a perfect matching with 2m edges between cliquesQ1 andQ2 making
sure that none of the edges in the matching are parallel to any edge of the triangles added earlier. This
completes the construction of the gadget graph H which is (6m+ 3)-regular and has µ(H) ≤ (2m+ 2).
In the construction of G′ we will add one edge between each vertex of a copy of H and the rest of G′.

Now, given a (6m + 3)-regular graph G on n vertices vi, i ∈ [1, n], make 6m disjoint copies Gi,
i ∈ [1, 6m] of G, and n disjoint copies Hi, i ∈ [1, n] of H . Join each vertex of Hi to a different copy of
vi ∈

⋃6m
j=1 V (Gj) for i ∈ [1, n]. This completes the construction of the graph G′. The rest of the proof is

similar to the proof of Theorem 17. 2

We note that the proof of Theorem 18 used gadgets for a 2k-regular multigraph G that contain triangles
with (2k+ 1) edges. In view of this we offer the following conjecture which is verified by Theorem 12 in
the case when k = 2 and which implies Theorem 5 when k is a multiple of 3.
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Conjecture 2 Let G be a connected 2k-regular multigraph G with µ(G) ≤ b 2k3 c + 1 and such that any
three vertices in G induce at most 2k edges. Then P4 decomposes G if and only if |E(G)| is divisible by
3.
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