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Abstract—The heat induced by computing resources is generally a waste of energy in supercomputers. This is especially true in very large scale supercomputers, where the produced heat has to be compensated with expensive and energy consuming cooling systems. Energy is a critical point for future supercomputing trends that currently try to achieve exascale, without having its energy consumption reaching an important fraction of a nuclear power plant. Thus, new ways of generating or recovering energy have to be explored. Energy harvesting consists in recovering wasted energy. ThermoElectric Generators (TEGs) aim to recover energy by converting wasted dissipated energy into usable electricity. By combining computing units (CU) and TEGs at very large scale, we spotted a potential way to recover energy from wasted heat generated by computations on supercomputers.

In this paper, we study the potential gains in combining TEGs with computational units at petascale and exascale. We present the technology behind TEGs, the study of a typical supercomputer environment, and finally our results concerning binding TEGs and computational units in a petascale and exascale system. With the available technology, we demonstrate that the use of TEGs in a supercomputer environment could be realistic and quickly profitable, and hence have a positive environmental impact.

I. INTRODUCTION

Energy efficiency is nowadays a critical issue in high-performance computing [4]. There are two ways to obtain energy: production or harvesting.

Energy could be produced from transformation of raw materials (oil, gas, coal, petrol, etc). Every produced kiloWatt is accompanied with a generation of $CO_2$ [16]. Because energy generators are not 100% efficient, a significant part of energy is lost during the production and transport [6]. Only a slight percentage of the conversion of raw materials is transformed into electricity. For example, the ratio between useful energy output and energy input (as known as energy conversion efficiency) of a coal plant is 33-35% [5].

New ways to generate or at least recycle energy have to be explored. Every recycled Watt is a non produced Watt (thus avoiding $CO_2$ generation). Energy harvesting is the process of extracting energy from surrounding environment [4]. Even if this recovered energy concerns few joules, it is recycled from a previous consumption, and it is thus increasing the energy efficiency.

Several energy harvesting solutions exist. Among them, photovoltaics is the one in vogue: it aims at transforming solar beams into electricity [13]. Piezoelectric generators are built to recycle pressure expressed on a component and generate an amount of energy from the distortion of the component [12]. Thermoelectricity aims at recycling wasted energy under heat form. Under a delta temperature, a thermoelectric generator converts lost energy from heat to electricity form [21]. Pyroelectricity follows the same principle but at higher delta temperature [15].

The growing demand for processing data and computing implies improvements of electronic components. At the level of computing capabilities or energy consumption, computational components of current machines are becoming more and more efficient. Despite technological and software breakthrough to increase computational power while reducing energy consumption, it became a real limiting factor for computers. This is especially true for supercomputers reaching petascale performance and aiming for exascale. Nowadays, sustained one megaWatt per year costs around one million dollars per year for a datacenter usage [8].

A great part of consumed energy is lost in an exothermic way. For the safety of data centers, this lost energy must be carried away. To do so, expensive air or water cooling systems are built upon data centers or supercomputers. None of this lost energy is reversed in a direct usable electricity for a direct re-use. Thermoelectricity seems to be the proper energy harvester for this problem.

Binding CPUs and TEGs has been mentioned in [24]. It deals with common computers built with only one computing
unit (CU), and it experiments only around the idle part of a CPU. Not stressing the CU implies lowering the delta temperature. Thus, the CPU is not under deep stress like it would be in an intensive supercomputer scenario.

This paper discusses the feasibility of using thermoelectric generators for petascale and future exascale machines. How much harvested energy can we hope for? Is recovered energy sufficient enough to be directly injected in CPUs or to be stored? How much time will it take to compensate the cost of combining thermoelectric generators and computational units?

This paper is structured as follows. Section II briefly presents the TEG technology. The supercomputer environment is introduced in Section III. Section IV presents a hypothetical application of TEG on hypothetical exascale machines. A hypothetical application of TEG on an existing machine, Tianhe-2 is presented in Section V. Finally, Section VI concludes this work.

II. THERMOELECTRIC GENERATORS (TEGS)

Thermo-electricity was discovered during the 19th century by Thomas Johann Seebeck. It is a physical phenomenon where a thermal delta seen through a component results in an electrical current [23]. A TEG can be used as a generator (when it is exposed to a delta temperature) or as a cooler (when a current passes through it). In this paper, we focus on the generator feature.

The actual increase concerns about climate and energy efficiency force researchers to consider all possible solutions to consume better. One of the main concerns is energy lost in an exothermic way. Indeed, this energy enforces expensive costs in cooling systems. By transforming a part of this dissipated energy, TEGs may reduce costs.

A thermo electrical material transforms a thermal delta in electricity. TEGs are composed by positively (p-type) and negatively (n-type) doped connected semiconductor couples (see Fig. 1). N-P couples are the charge carriers that can freely move through the metal. These carriers start to move under a delta temperature, according to the N-P couple properties. The delta temperature creates an excitation of the doped charge carrier, thus it creates a movement of the charge carrier, creating an electric current.

Ideally, a larger delta temperature creates a larger electrical current, but this statement is highly coupled with the fact that a semiconductor is effective only on a range of temperature, making the TEGs operational only on a limited delta temperature [21].

For years now, TEGs are used on spacial scientific programs like Voyager. TEGs are used to provide energy in space where solar panels are too far from the sun to generate energy. TEGs are not auto sufficient. Heat generated by plutonium isotope and cold space temperature (2 or 3 degrees above absolute zero) create a suitable environment for TEG power generation [1].

Other fields can have potential use of such a technique. A lot of heat is wasted from automotive, specially from exhaust pipes. A lot of exhaust pipes accompanied with TEG prototypes have emerged. Only 25 percent of the applied fuel energy made from combustion is used for mobility and accessories. About 40 percent of this energy is lost in exhaust pipe. Even if conversion percentage is low, it could lead to a nice ratio of CO₂ emission reduction [11].

Ultra-low power wireless sensors used for various measurements can also be combined with energy harvesting techniques. Thanks to the energy harvesting part of the TEGs and the ultra-low needs of power, it is nowadays possible to produce wireless sensors that are almost autonomous systems [18].

A TEG can be composed from different alloys. Every alloy has a temperature where it could be applied. The possible range of action on a TEG depends on a minimal and a maximal temperature. In fact, under this minimum temperature, no power can be generated and over this maximum temperature, the chosen TEG has an indeterminate behavior [21].

III. SUPERCOMPUTER ENVIRONMENT

Because of the intensity of usage, in the case of a supercomputer or a data-center, computational units (CUs) could be seen as generators of heat. We first detail the supercomputing thermal environment in Section III-A, and then we discuss TEG efficiency in Section III-B.

A. Supercomputing thermal environment

For the safety of the machine composing the supercomputer, the heat generated by CUs must be carried away from CUs. This results in a huge amount of wasted energy, when taking into account the dissipated energy from computation and from the expensive cooling system.

Generated energy from a TEG depends on the temperature on the cold and hot side. Thus, it depends on the delta temperature between the two parallel sides. Table I presents the extreme thermal context that could be witnessed on a supercomputer environment.

We can assume that, because of the intensity of the usage, every CU is close to the maximum temperature.
TABLE I: Supercomputer extreme delta temperature in Celsius degree

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>hotspot</td>
<td>95 - 110</td>
</tr>
<tr>
<td>cooling system</td>
<td>15 - 25</td>
</tr>
<tr>
<td>delta</td>
<td>95</td>
</tr>
</tbody>
</table>

The hotspot informations correspond to the maximum reachable temperature by a Xeon CPU and a Nvidia GTX Titan Z GPU. The cooling system temperature represents the recommended range of temperature expected in a room containing datacenter components [10]. The delta is the difference between these two extreme temperatures. We make the hypothesis that we put a TEG on every CU and that the temperature on top of this TEG is equal to the cooling system temperature. In other words, we consider that the cooling system in on top of every CU (like with water cooling system), thus creating the needed delta temperature for a TEG to generate electricity.

B. TEG maximum efficiency

The maximum efficiency, noted $\eta_{\text{max}}$, represents the maximum percentage that a TEG can convert from a thermal Watt to an electric Watt. The formula of $\eta_{\text{max}}$ is described as follows:

$$\eta_{\text{max}} = \frac{\Delta T}{\sqrt{1 + \frac{ZT - 1}{T_h} + \frac{1}{T_c}}}.$$  \hspace{1cm} (1)

where

- $T_c$ is the temperature on the cold side;
- $T_h$ is the temperature on the hot side;
- $\Delta T$ is the difference between the hot and cold side, i.e., $\Delta T = T_h - T_c$;
- $ZT$ is the figure of merit of the TEG.

The maximum efficiency of TEG is therefore governed by the figure of merit $ZT$, that is a parameter depending on the materials used to build the TEG, and by temperature of the hot and cold side of the TEG. It also depends on the Carnot efficiency (the left factor on Equation (1), i.e., $\Delta T/T_h$). This metric is needed to estimate the maximum usable power generated from a TEG on a specific environment.

Applying this metric to the previously described environment (Table I) allows us to obtain the maximum efficiency reference, which depends on the $ZT$ of the chosen TEG.

Fig. 2 presents the evolution of the maximum efficiency, $\eta_{\text{max}}$, as a function of the $ZT$ of TEGs with $T_c = 15$ Celsius degree, for three delta temperatures ($\Delta T = 50, 75, 100$). We consider a $ZT$ between 0 and 5, given that the state of the art TEG figure of merit is nowadays around 2.2 [3]. In a very optimistic setting with $ZT = 5$ and $\Delta T = 100$, the maximum efficiency is around 12%.

The most widespread alloy for thermal exchanges between computing units and TEGs is the Bismuth Telluride ($Bi_2Te_3$) [9]. From [21], we can understand that this is the only alloy that can be applied in an environment as described in Table I. In fact, in a range between 15 and 100 Celsius degree, only one N-P couple can be built to be used in a TEG (respectively $Bi_2Te_3$ and $Sb_2Te_3$). A TEG with these alloys has a device figure of merit $ZT$ between 0.7 to 1.0 [17].

Considering Fig. 2 and the known $ZT$ of a compatible TEG, we can now say that the maximum efficiency in our environment will be between 3 and 5%.

IV. TEGs ON EXASCALE INFRASTRUCTURES

In order to figure out if the usage of TEGs is pertinent in a petascale or exascale environment, we consider several scenarios.

A. Theoretical setup

For this analysis, we consider the state of art and potential CU candidates to an exascale machine. In this paper, a CU represents a computing node that dissipates a lot of heat while computing (CPU, GPU, MIC, etc).

Table II presents the studied computing units. We consider the in vogue KNL XeonPhi [19], the very promising RexNeo\(^1\), and the mainstream Xeon CPU [14], and we determine how many megaWatts a machine reaching one exaFLOPS composed only with one of these computing units will consume (see Table III).

TABLE II: Studied computing units - peak in TFLOPS and consumption in Watts

<table>
<thead>
<tr>
<th>Computing unit</th>
<th>peak</th>
<th>consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>XeonPhi (KNL)</td>
<td>3</td>
<td>200</td>
</tr>
<tr>
<td>RexNeo</td>
<td>0.256</td>
<td>4</td>
</tr>
<tr>
<td>Xeon</td>
<td>0.506</td>
<td>145</td>
</tr>
</tbody>
</table>

Following the Department of Energy (DOE) requirements, the expected exascale machine must achieve one exaFLOPS, with a consumption of 20 MW (or below) [20]. The machines

\(^1\)http://www.rexcomputing.com/

Fig. 2: Maximum TEG efficiency in the supercomputer scenario
in Table III are the hypothetical machines made with only one of the computing units presented in Table II.

The first interesting observation is the fact that an exascale machine made only with RexNeo computing units can achieve one ExaFLOPS with 15 MW, which is under the recommended limit fixed by the DOE. The second observation is that a machine reaching one ExaFLOPS made only with KNL XeonPhi or Xeon is unconceivable when considering power consumption and the required limit imposed by the DOE. However, because these CUs are very common in the supercomputer field, we will keep them in the study.

**B. Recovered energy and return on investment**

The followed hypothesis is to put a TEG on every computational unit and to estimate how much energy would be recovered with the previous described environments (Table I) extended to these exascale machines (Table III).

Table IV shows the hypothetical gain with a TEG with an efficiency $\eta_{\text{max}}$ between 3 and 5% on every CU on the hypothetical machines that we chose for our exascale machines. In addition to the realistic values, we study the best hypothetical efficiency (ZT= 5, $\eta_{\text{max}}$ around 12 % on Figure 2) in the supercomputer case. Even if the percentage is low, the energy recovered is equivalent to a non negligible computing unit number for every exascale machine.

Such an installation is beneficial only if the price of the deployment of TEGs is quite accessible and if the return on investment is under the lifetime of the supercomputer on top of which it was built.

In Table V, we display the price of applying TEGs on every CU. Prices are from websites for common usage and TEG vendors ($4^2$ and $10^3$), so we could imagine that the cost for such a machine, per TEG, will be way lower. As a lower bound, we consider an extreme case where a TEG costs $1. Even with common usage prices, applying a TEG on every CU stays reasonable, considering the price of a supercomputer such as Tianhe-2 as a reference. Note however that this cost only integrates the raw cost of TEG, without considering manpower and other deployment costs.

The return on investment is an important parameter to consider. In fact, as motivated earlier, TEGs offer a way to recover wasted energy. Therefore, this recovered energy is an amount of energy that will not be asked by the machine, thus it does not have to be produced elsewhere and bought. To compute the return on investment, we consider a new metric $y_{\text{Return}}$; it represents the number of years after which having installed TEGs on all CUs becomes profitable, and it is defined as:

$$y_{\text{Return}} = \frac{\text{TEG Overall Cost}}{\text{Sustained Watt Cost One Year} \times \text{Recovered Energy}}$$

hence by dividing the overall cost of TEGs by the cost saved within one year thanks to the generated energy. In fact, the TEG costs will be amortized on the recovered energy costs. This generated energy could be directly used in the supercomputer or sold back to the provider, and it corresponds to an amount of energy that would have been asked to the provider. Recovered energy becomes a direct benefit past $y_{\text{Return}}$ years.

Based on the hypothetical exascale machines described in Table III, the cost of having a TEG on every CUs of this machine (as described in Table V), and the cost of one sustained Watt per year (fixed at $1 in our case), Table VI shows the return on investment of the different scenarios (i.e under various TEG cost and $\eta_{max}$).

Because of the low FLOPS of RexNeo, a very high number of CUs are needed to achieve one exaFLOPS. Thus, the return on investment for this machine is drastically high, overcoming the usual life time of a supercomputer. Except for this specific configuration, other hypothetical exascale machines benefit from TEGs between 8 months and 1 year and 4 months.

One can ask if the actual return on investment does not overcome the life time of a TEG. In fact, TEGs could last more than 15 years [2], so there should be no need to replace them during the lifetime of the supercomputer. In comparison, the return on investment of an exascale machine made only with XeonPhi or Xeon computing unit is very low.

### V. APPLICATION ON AN EXISTING MACHINE

To see the potential impact of TEGs on a real architecture, we chose to lean on the number one machine on the top500, Tianhe-2 [22]. For a few years now, Tianhe-2 has been the number one machine in terms of peak performance.

<table>
<thead>
<tr>
<th>Machine</th>
<th>3% (MW)</th>
<th>5% (MW)</th>
<th>12% (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% RexNeo</td>
<td>0.47</td>
<td>0.78</td>
<td>1.87</td>
</tr>
<tr>
<td>100% XeonPhi</td>
<td>2</td>
<td>3.3</td>
<td>8.0</td>
</tr>
<tr>
<td>100% Xeon</td>
<td>8.5</td>
<td>14</td>
<td>34.38</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine</th>
<th>3% (#CU)</th>
<th>5% (#CU)</th>
<th>12% (#CU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% RexNeo</td>
<td>117 188</td>
<td>195 313</td>
<td>468 750</td>
</tr>
<tr>
<td>100% XeonPhi</td>
<td>10 000</td>
<td>16 667</td>
<td>40 000</td>
</tr>
<tr>
<td>100% Xeon</td>
<td>59 289</td>
<td>98 814</td>
<td>237 154</td>
</tr>
</tbody>
</table>

### TABLE V: TEG on CU - overall cost in million dollars

<table>
<thead>
<tr>
<th>Machine</th>
<th>TEG $4</th>
<th>TEG $10</th>
<th>TEG $10</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% RexNeo</td>
<td>15.6</td>
<td>39</td>
<td>3.9</td>
</tr>
<tr>
<td>100% XeonPhi</td>
<td>1.3</td>
<td>3.3</td>
<td>0.3</td>
</tr>
<tr>
<td>100% Xeon</td>
<td>7.9</td>
<td>19.7</td>
<td>1.97</td>
</tr>
</tbody>
</table>

---

$^2$4 TEG example  
$^2$10 TEG example
TABLE VI: Return on investment in years in function of TEG cost and $\eta_{\text{max}}$

<table>
<thead>
<tr>
<th>Machine</th>
<th>$4, 3%$</th>
<th>$10, 5%$</th>
<th>$1, 12%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% RexNeo</td>
<td>33.3</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>100% XeonPhi</td>
<td>0.6</td>
<td>1</td>
<td>0.04</td>
</tr>
<tr>
<td>100% Xeon</td>
<td>0.9</td>
<td>1.3</td>
<td>0.05</td>
</tr>
</tbody>
</table>

A. Tianhe-2 - Architecture and energy consumption

As exposed in [7], every CU of Tianhe-2 is composed of two Xeon processors and three Xeon Phi accelerators. There are 16000 computational nodes accompanied with 4096 front end nodes. It costs around 2.4 billion yuan, i.e., around 390 million US$ [22].

TABLE VII: Tianhe-2 configuration

<table>
<thead>
<tr>
<th>Chipset</th>
<th>TDP</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xeon E5-2690</td>
<td>115</td>
<td>32000</td>
</tr>
<tr>
<td>Intel Xeon Phi 31S1P</td>
<td>270</td>
<td>48000</td>
</tr>
<tr>
<td>Galaxy FT-1500</td>
<td>65</td>
<td>4096</td>
</tr>
</tbody>
</table>

Table VII exposes the TDP (Thermal Dissipation Power) and quantity of the CUs composing Tianhe-2.

As shown in Table VII, Tianhe-2 is mainly composed of Xeon E5 processors along with Xeon Phi accelerators. The Galaxy FT-1500 is the main front end nodes CPU component of Tianhe-2.

TABLE VIII: Tianhe-2 power consumption in MegaWatts

<table>
<thead>
<tr>
<th>Consumption</th>
<th>Power in MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total facility energy</td>
<td>24</td>
</tr>
<tr>
<td>IT equipment energy</td>
<td>17</td>
</tr>
</tbody>
</table>

Table VIII presents the total facility energy and IT equipment energy exposed consumption of Tianhe-2 in [7]. The Power usage effectiveness (PUE) of such an infrastructure is around 1.41.

B. Tianhe-2 - Potential gain of TEGs, cost and return on investment

As explained in Section III, the maximum efficiency in a supercomputer environment and with current TEGs technology is estimated to be between 3 and 5%, and the most optimistic efficiency is around 12%.

Even if $\eta_{\text{max}}$ is equal to 3% of 5%, Table IX shows that the energy recovered is equivalent to a non negligible number of CUs. Such an installation could be beneficial if and only if the return on benefit is inferior to the supercomputer lifetime.

In Table X, we made the assumption that TEGs recover energy from every CU dissipating heat.

Table XI presents how much time, in years, it would take to recover the cost of one TEG on every CU for Tianhe-2. This table presents various TEG configuration results. The worst case concerns the front end node with a TEG that costs $10. If we consider only CUs, the worst case is still the 3% TEG that costs $10, which will become profitable after approximately 3 years of usage.

Tianhe-1A is 6 years old, Titan is 4 years old, while Tianhe-2 is 3 years old. Even in the worst case, the time in which our hypothetical TEG deployment on Tianhe-2 CUs will become profitable is way under the usage of a supercomputer. In fact, as shown in the top500 list, a supercomputer usage could last a few decades.

It is interesting to note that with a reasonable and realistic TEG cost and a recycling efficiency, it becomes profitable, concerning CUs, only after 0.69 year, approximately 9 months (for example a $4 TEG with an efficiency of 5%).

VI. CONCLUSION

Energy efficiency is nowadays a critical issue in high-performance computing. At the petascale and exascale level,
it will become an even more critical issue. Every potential percentage gained will have a huge impact on the overall consumption. Energy harvesting techniques are digging the idea of recovering and transforming wasted energy from different unusable to usable forms, hence making this technique a potential solution to recover wasted dissipated energy.

In this paper, we show that the usage of TEGs in a supercomputer environment could be realistic and quickly profitable, even if it is not the best environment to exploit the potential of TEGs. In fact, such an environment implies a low delta temperature between hot and cold side of the TEG, a low hot temperature on the computing unit, and thus a low maximum efficiency. However, theoretical applications show that even though only a small fraction of the heat could be transformed into energy, the return on investment could be short, as shown on the application on the number one supercomputer of the top500 list, Tianhe-2. Thus, at the petascale or exascale level, where every hypothetical energy gain is important, it could be a new way to recover energy. We present the feasibility of energy harvesting on a petascale and exascale environment using ThermoElectric Generators (TEGs).
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