Abstract—Big Data analytics has recently gained increasing popularity as a tool to process large amounts of data on-demand. Spark and Flink are two Apache-hosted data analytics frameworks that facilitate the development of multi-step data pipelines using directly acyclic graph patterns. Making the most out of these frameworks is challenging because efficient executions strongly rely on complex parameter configurations and on an in-depth understanding of the underlying architectural choices. Although extensive research has been devoted to improving and evaluating the performance of such analytics frameworks, most of them benchmark the platforms against Hadoop, as a baseline, a rather unfair comparison considering the fundamentally different design principles. This paper aims to bring some justice in this respect, by directly evaluating the performance of Spark and Flink. Our goal is to identify and explain the impact of the different architectural choices and the parameter configurations on the perceived end-to-end performance. To this end, we develop a methodology for correlating the parameter settings and the operators execution plan with the resource usage. We use this methodology to dissect the performance of Spark and Flink. Our key finding is that none of the two framework outperforms the other for all data types, sizes and to 100 nodes. Our key finding is that none of the two framework outperforms the other for all data types, sizes and job patterns. This paper performs a fine characterization of the cases when each framework is superior, and we highlight how this performance correlates to operators, to resource usage and to the specifics of the internal framework design.
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I. INTRODUCTION

In the last decade, Big Data analytics has become an indispensable tool in transforming science, engineering, healthcare, finance and ultimately business itself, due to the unprecedented ability to extract new knowledge and automatically find correlations in massive datasets that naturally accumulate in our digital age [1]. In this context, the MapReduce [2] model and its open-source implementation, Hadoop [3], were widely adopted by both industry and academia, thanks to a simple yet powerful programming model that hides the complexity of parallel task execution and fault-tolerance from the users. This very simple API comes with the important caveat that it forces applications to be expressed in terms of map and reduce functions.

However, most applications do not fit this model and require a more general data orchestration, independent of any programming model. For instance, iterative algorithms used in graph analytics and machine learning, which perform several rounds of computation on the same data, are not well served by the original MapReduce model. To address these limitations, a second generation of analytics platforms emerged in an attempt to unify the landscape of Big Data processing. Spark [4] introduced Resilient Distributed Datasets (RDDs) [5], a set of in-memory data structures able to cache intermediate data across a set of nodes, in order to efficiently support iterative algorithms. With the same goal, Flink [6] proposed more recently native closed-loop iteration operators [7] and an automatic cost-based optimizer, that is able to reorder the operators and to better support streaming.

As a result of the widespread adoption of these frameworks, significant strides have been made towards improving their performance [8], [9], [10], [11], [12]. The vast majority of these works focus on some specific optimizations derived from the common knowledge about the performance of data analytics platforms. Network optimizations target end-to-end throughput [13] or parallel streams [14]. Storage optimizations leverage complex in-memory caches [5], [15]. Most of this research focuses on a particular aspect of the system in isolation, lagging behind in providing a comprehensive understanding on how all these factors impact the end-to-end performance.

This is precisely the goal targeted by this paper, as a first step in understanding how to optimize the runtime middleware for data analytics frameworks. To this end, we introduce a methodology for analyzing the performance of such platforms by means of correlations between the operators execution plan and the resource utilisation. We then use this methodology to study the performance of several batch and iterative processing benchmarks, with an eye on scalability and easiness of configuration. In particular, we focus on Spark and Flink as representative data analytics frameworks, due to the recent interest in their capabilities (both functional and non-functional) over Hadoop MapReduce and its ecosystem. We provide an in-depth, direct performance comparison between Spark and Flink, as previous works typically benchmarked these frameworks against Hadoop, an unfair comparison for the latter considering its key design choices (e.g. use of disks, lack of optimizers etc.). With little information existing on Flink versus Spark, our second goal is to assess whether using a single engine for all data sources, workloads and environments [16] is feasible or not, and also to study how well frameworks that depend on smart optimizers work in real life [17].

We summarize our contributions as follows:

- We introduce a methodology to understand performance in Big Data analytics frameworks by correlating the operators execution plan with the resource utilization and the parameter configuration.
• We use this methodology to analyze the behaviour of Spark and Flink through a series of extensive experiments involving six representative workloads for batch and iterative processing. The experiments were conducted on the Grid’5000 [18] testbed, with various cluster sizes of up to 100 nodes.

• We analyze the various architectural choices and pinpoint their impact on performance, we illustrate the limitations and discuss the ease of configuration for both frameworks in a set of take-aways for users and developers.

The remainder of this paper is organized as follows. Section II presents Spark and Flink, highlighting their architectural differences. Section III gives the workloads description, while Section IV emphasizes the impact on performance of the right parameter configuration. Section V details our experimental methodology and Section VI presents the results alongside a detailed analysis. Finally, Section VII surveys the related work and Section VIII lists our insights and concludes this study.

II. CONTEXT AND BACKGROUND

Spark and Flink facilitate the development of multi-step data pipelines using directly acyclic graph (DAG) patterns. At a higher level, both engines implement a driver program that describes the high-level control flow of the application, which relies on two main parallel programming abstractions: (1) structures to describe the data and (2) parallel operations on these data. While the data representations differ, both Flink and Spark implement similar dataflow operators (e.g. map, reduce, filter, distinct, collect, count, save), or an API can be used to obtain the same result. For instance, Spark’s reduceByKey operator (called on a dataset of key-value pairs to return a new dataset of key-value pairs where the value of each key is aggregated using the given reduce function) is equivalent to Flink’s groupBy followed by the aggregate operator sum or reduce.

A. Apache Spark

Spark is built on top of RDDs (read-only, resilient collections of objects partitioned across multiple nodes) that hold provenance information (referred to as lineage) and can be rebuilt in case of failures by partial recomputation from ancestor RDDs. Each RDD is by default lazy (i.e. computed only when needed) and ephemeral (i.e. once it actually gets materialized, it will be discarded from memory after its use). However, since RDDs might be repeatedly needed during computations, the user can explicitly mark them as persistent, which moves them in a dedicated cache for persistent objects.

The operations available on RDDs seem to emulate the expressivity of the MapReduce paradigm overall, however, there are two important differences: (1) due to their lazy nature, maps will only be processed before a reduce, accumulating all computational steps in a single phase; (2) RDDs can be cached for later use, which greatly reduces the need to interact with the underlying distributed file system in more complex workflows that involve multiple reduce operations.

B. Apache Flink

Flink is built on top of DataSets (collections of elements of a specific type on which operations with an implicit type parameter are defined), Job Graphs and Parallelisation Contracts (PACTs) [19]. Job Graphs represent parallel data flows with arbitrary tasks, that consume and produce data streams. PACTs are second-order functions that define properties on the input/output data of their associated user defined (first-order) functions (UDFs); these properties are further used to parallelize the execution of UDFs and to apply optimization rules [8].

C. Zoom on the Differences between Flink and Spark

In contrast to Flink, Spark’s users can control two very important aspects of the RDDs: the persistence (i.e. in memory or disk based) and the partition scheme across the nodes [5]. This fine-grained control over the storage approach of intermediate data proves to be very useful for applications with varying I/O requirements.

Another important difference relates to iterations handling. Spark implements iterations as regular for-loops and executes them by loop unrolling. This means that for each iteration a new set of tasks/operators is scheduled and executed. Each iteration operates on the result of the previous iteration which is held in memory. Flink executes iterations as cyclic data flows. This means that a data flow program (and all its operators) is scheduled just once and the data is fed back from the tail of an iteration to its head. Basically, data is flowing in cycles around the operators within an iteration. Since operators are just scheduled once, they can maintain a state over all iterations. Flink’s API offers two dedicated iteration operators to specify iterations: 1) bulk iterations, which are conceptually similar to loop unrolling, and 2) delta iterations, a special case of incremental iterations in which the solution set is modified by the step function instead of a full recomputation. Delta iterations can significantly speed up certain algorithms because the work in each iteration decreases as the number of iterations goes on.

In this paper we aim for a comprehensive understanding of Flink and Spark that would eventually answer the question: how are these different architectural choices impacting performance?

III. WORKLOADS

Although they were initially developed to enhance the batch-oriented Hadoop with efficient iterative support, currently Spark and Flink are used conversely for both batch and iterative processing. Recent extensions brought SQL [20], [21] and streaming [22], [23] support, but their evaluation is out of the scope of this paper and planned for future work.

• Batch workloads. We have selected three benchmarks implementing one-pass processing: Word Count, Grep and Tera Sort. These representative workloads are used in several real-life applications, either scientific (e.g. indexing the monitoring data at the LHC [24]) or Internet-based (e.g. search at Google, Amazon [25], [26]).

• Iterative workloads. We have opted for three benchmarks evaluating the loop-caching: K-Means, Page Rank and Connected Components. These workloads are frequent in machine learning algorithms [27] and social graphs processing (at Facebook [28] or Twitter [29]).
Table I lists the use of the most important operators by each workload, including basic core operators and specific ones implemented by the graph libraries of each framework.

**Word Count** is a simple metric for measuring article quality by counting the total number of occurrences of each word. It is a good fit for evaluating the aggregation component in each framework, since both Spark and Flink use a map side combiner to reduce the intermediate data. In Flink, the following sequence of operators is applied to the DataSets: flatMap \(\rightarrow\) groupBy \(\rightarrow\) sum (reduce phase) \(\rightarrow\) writeAsText. In Spark, the following sequence is applied to RDDs: flatMap \(\rightarrow\) mapToPair (map phase) \(\rightarrow\) reduceByKey (reduce phase) \(\rightarrow\) saveAsTextFile.

**Grep** is a common command for searching plain-text data sets. Here, we use it to evaluate the filter transformation and the count action. Both Flink and Spark implement the following sequence of operators applied on their specific datasets: filter \(\rightarrow\) count. For both Word Count and Grep, Spark’s RDDs and Flink’s DataSets are built by reading Wikipedia text files from HDFS.

**Tera Sort** is a sorting algorithm suitable for measuring the I/O and the communication performance of the two engines. We have chosen the implementation described in [30] on 100-byte records, with the first 10-bytes representing the sort key. The input data is generated using the TeraGen [31] program with Hadoop and the same range partitioner has been used in order to provide a fair comparison. A number of equally sized partitions is generated and a custom partitioner is used based on Hadoop’s TotalOrderPartitioner. Spark is creating two RDDs: the first one by reading from HDFS and performing a local sort (newAPIHadoopFile), and the second one by repartitioning the first RDD according to the custom partitioner (repartitionAndSortWithinPartition). Flink first creates a DataSet from the given HDFS input and then applies a map to create key-value tuples. These are stored using an OptimizedText binary format in order to avoid deserialization when comparing two keys. Next, Flink’s algorithm partitions the tuple DataSet (partitionCustom) on the specified keys using a custom partitioner and applies a sortPartition to locally sort each partition of the dataset. Finally, the results are saved using the same Hadoop output format.

**K-Means** is an unsupervised method used in data mining to group data elements with a high similarity. The input is generated using the HiBench suite [32] (training records with 2 dimensions). In each iteration, a data point is assigned to its nearest cluster center, using a map function. Data points are grouped to their center to further obtain a new cluster center at the end of each iteration. This workload evaluates the effectiveness of the caching mechanism and the basic transformations: map, reduceByKey (for Flink: groupBy \(\rightarrow\) reduce), and Flink’s bulk iterate operator.

**Page Rank** is a graph algorithm which ranks a set of elements according to their references. For Flink we evaluated the vertex-centric iteration implementation from its Gelly [7] library (iteration operators: outDegrees, joinWithEdgesOnSource, withEdges), while for Spark we evaluated the stand-alone implementation provided by its GraphX [33] library (iteration operators: outerJoinVertices, mapTriplets, mapVertices, joinVertices, foreachPartition).

**Connected Components** gives an important topological invariant of a graph. For Flink we evaluated the vertex-centric iteration implementation (iteration operators: mapEdges, withEdges), while for Spark we evaluated the ConnectedComponents implementation (iteration operators: mapVertices, mapReduceTriplets, joinVertices) as provided by their respective libraries. In Flink’s case, we evaluated a second algorithm expressed using delta iterations in order to assess their speedup over classic bulk iterations. Both Page Rank and Connected Components are useful to evaluate the caching and the data pipelining performance. For these two workloads, we have used three real datasets (small, medium and large graphs) to validate different cache sizes.

### IV. THE IMPORTANCE OF PARAMETER CONFIGURATION

Both frameworks expose various execution parameters, pre-configured with default values and allow a further customization. For every workload, we found that different parameter settings were necessary to provide an optimal performance. There are significant differences in configuring Flink and Spark, in terms of ease of tuning and the control that is granted over the framework and the underlying resources. We have identified a set of 4 most important parameters having a major influence on the overall execution time, scalability and resource consumption. They manage the task parallelism, the network behaviour during the shuffle phase, the memory and the data serialization.

#### A. Task Parallelism

The meaning and the default values of the parallelism setting are different in the two frameworks. Nevertheless, this is a mandatory configuration for each dataflow operator in order to efficiently use all the available resources. Spark’s default parallelism parameter (spark.default.parallelism) refers to...
the default number of partitions in the RDDs returned by various transformations. We set this parameter to a value proportional to the number of cores per number of nodes multiplied by a factor of 2 to 6 in order to experience a various number of partitions in RDDs for distributed shuffle operations like reduceByKey and join. Flink’s default parallelism parameter (flink.def.parallelism) allows to use all the available execution resources (Task Slots). We set this parameter to a value proportional to the number of cores per number of nodes. Therefore, in Flink the partitioning of data is hidden from the user and the parallelism setting can be automatically initialized to the total number of available cores.

B. Shuffle Tuning

One difference in configuring Flink and Spark lies in the mandatory settings for the network buffers, used to store records or incoming data before transmitting or respectively receiving over a network. In Flink these are the flink.nw.buffers and represent logical connections between mappers and reducers. In Spark, they are called shuffle.file.buffers. We enabled Spark’s shuffle file consolidation property in order to improve filesystem performance for shuffles with large numbers of reduce tasks. The default buffer size is pre-configured in both frameworks to 32 KB, but it can be increased on systems with more memory, leading to less spilling to disk and better results. In all our experiments we initialize the Spark shuffle manager implementation to tungsten-sort, a memory efficient sort-based shuffle. This is to provide a fair comparison to Flink, which is using a sort-based aggregation component.

C. Memory Management

In Spark, all the memory of an executor is allocated to the Java heap (spark.executor.memory). Flink allows a hybrid approach, combining on- and off-heap memory allocations. When the flink.off-heap parameter is set to true, this hybrid memory management is enabled, allowing the task manager to allocate memory for sorting, hash tables and caching of intermediate results outside the Java heap. The total allocated memory is controlled in Flink by the flink.taskmanager.memory parameter, while the flink.taskmanager.memory:frac parameter indicates the portion used by the JVM heap. In Spark, the fractions of the JVM heap used for storage and shuffle are statically initialized by setting the spark.storage.fraction and spark.shuffle.fraction parameters to different values so that the computed RDDs can fit into memory and ensure enough shuffling space.

D. Data Serialization

Flink peeks into the user data types (by means of the TypeInfo base class for type descriptors) and exploits this information for better internal serialization; hence, no configuration is needed. In Spark, the serialization (spark.serializer) is done by default using the Java approach but this can be changed to the Kryo serialization library [34], which can be more efficient, trading speed for CPU cycles.

V. METHODOLOGY AND EXPERIMENTAL SETUP

In order to understand the impact of the previous configurations on performance and to quantify the differences in the design choices, we devised the following approach. For both Flink and Spark we plot the execution plan with different parameter settings and correlate it with the resource utilisation. As far as performance is concerned, for this study, we focus on the end-to-end execution time, which we collect using both timers added to the frameworks’ source code and by parsing the available logs, and analyze it in the context of strong and weak scalability.

We deploy Flink and Spark on Grid’5000 [18], a large-scale versatile testbed, in a cluster with up to 100 nodes. Each node has 2 CPUs Intel Xeon E5-2630 v3 with 8 cores per CPU and 128 GB RAM. All experiments use a single disk drive with a capacity of 558 GB. The nodes are connected using a 10 Gbps ethernet. We use Flink version 0.10.2 and Spark version 1.5.3, working with HDFS version 2.7.

For every experiment we follow the same cycle. We install Hadoop (HDFS) and we configure a standalone setup of Flink and Spark. We import the analyzed dataset and we execute on average 5 runs for each experiment. For each run we measure the time necessary to finish the execution excluding the time to start and stop the cluster and at the end of each experiment we collect the logs that describe the results. We make sure to clear the OS buffer cache and temporary generated data or logs before a new execution starts. We plot the mean and standard deviation for aggregated values of all nodes for multiple trials of each experiment. We dissect the resource usage metrics (CPU, memory, disk I/O, disk utilization, network) in the operators plan execution.

VI. RESULTS AND DISCUSSION

In this section we describe our experience with both frameworks and interpret the results taking into account the configuration settings and the tracked resource usage. For the batch workloads, our goal was to validate strong and weak scalability. For the iterative workloads, we focused on scalability, caching and pipelining performance.

A. Evaluating the Aggregation Component (Word Count)

We first run the benchmark with a fixed problem size per node (Figure 1) with the parameter configuration detailed in Table II and then with a fixed number of nodes and increased datasets (Figure 2).

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>spark.def.parallelism</td>
<td>192</td>
<td>384</td>
<td>768</td>
<td>1536</td>
<td>1024</td>
</tr>
<tr>
<td>flink.def.parallelism</td>
<td>32</td>
<td>64</td>
<td>128</td>
<td>256</td>
<td>512</td>
</tr>
<tr>
<td>spark.executor.memory (GB)</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>flink.taskmanager.memory (GB)</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>11</td>
</tr>
</tbody>
</table>

TABLE II: Word Count and Grep configuration settings for the fixed problem size per node (24GB). Other parameters: HDFS.block.size = 256MB, flink.nw.buffers = Nodes*2048, buffer.size = 64KB.

Weak Scalability. We observe in Figure 1 that both frameworks scale well when adding nodes, showing a similar performance for a small number of nodes (2 to 8). For a larger number (16 and 32), Flink performs slightly better. This
happens even though, for fairness, we configured Spark with more memory because of its use of the Java serializer.

**Strong Scalability.** This observation is further confirmed for large datasets and a fixed number of nodes (Figure 2) with Flink constantly outperforming Spark by 10%. Spark’s behaviour is influenced by the configured parallelism: the transformation reduceByKey that merges the values for each key (locally on each mapper before sending the results to the reducer) hash-partitions the output with the number of partitions (i.e. the default parallelism). In fact, for a similar cluster setup (8 nodes) we experimented with a decreased parallelism for Spark (double the number of cores) and obtained an execution time increased by 10%. Flink showed an improved execution when configured with 2 Task Slots for each available core. We further analyze the resource usage in order to understand this gap in performance.

**Resource Usage.** Figure 3 presents the correlation between the operators execution plan and the resource usage for 32 nodes. For this workload both Flink and Spark are CPU and disk-bound. For Flink, we notice an anti-cyclic disk utilization (i.e. correlated to the CPU usage: the CPU increases to 100% while the disk goes down to 0%), which is explained by the use of a sort-based combiner for grouping, collecting records in a memory buffer and sorting the buffer when it is filled. CPU-wise, Flink seems more efficient than Spark and also takes less time to save the results with the corresponding action, contributing to the reduced end-to-end execution time.

**Discussion.** Flink’s aggregation component (sort-based combiner) appears more efficient than Spark’s, building on its improved custom managed memory and its type oriented data serialization. With its recent DataSet API [35] for structured data, Spark seems to aim for a similar approach. Flink is currently investigating the introduction of a hash-based strategy for the combine and reduce functions, that could yield further improvements (to overcome the anti-cycling effect). Because of the Flink’s pipeline nature, we had to increase the number of buffers in order to avoid failed executions. There is a correlation between the number of buffers, the parallelism and the workflow’s operators. As such, users need to pay attention to the correct configuration.

**B. Evaluating Text Search (Grep)**

The next benchmark is evaluated in the same scenario: a fixed problem size per node (Figure 4) and a fixed number of nodes for increasing datasets (Figure 5), with the same parameters from Table II.

**Weak and Strong Scalability.** When increasing the number of nodes, we notice an improved execution for Spark, with up to 20% smaller times for large datasets (16 and 32 nodes). Spark’s advantage is preserved over larger datasets as well.

**Resource usage.** In order to understand this performance gap, we zoom on the main differences in network and disk usage observed in Figure 6. Flink’s current implementation of the filter \(\rightarrow\) count operator is leading to inefficient use of the resources in the latter phase.
**Discussion.** For complex workflows with multiple filter layers applied on the same dataset, Spark can take more advantage of its persistence control over the RDDs (disk or memory) and further reduce the execution times. This important feature is missing in the current implementation of Flink.

**C. Shuffle, Caching and the Execution Pipeline (Tera Sort)**

We ran this benchmark with a fixed data size per node (32GB) up to 64 nodes and then for a fixed dataset (3.5TB) with up to 100 nodes (parameter settings in Table III).

<table>
<thead>
<tr>
<th>Number of nodes</th>
<th>17</th>
<th>34</th>
<th>63</th>
<th>55</th>
<th>73</th>
<th>97</th>
</tr>
</thead>
<tbody>
<tr>
<td>spark.def.parallelism</td>
<td>544</td>
<td>1088</td>
<td>1984</td>
<td>1760</td>
<td>2336</td>
<td>3104</td>
</tr>
<tr>
<td>flink.def.parallelism</td>
<td>134</td>
<td>270</td>
<td>500</td>
<td>475</td>
<td>580</td>
<td>750</td>
</tr>
</tbody>
</table>

TABLE III: Tera Sort configuration settings. Both Flink and Spark use 62 GB memory. The number of partitions is equal to the Flink parallelism number. Other parameters: HDFS.block.size = 1024MB, flink.nw.buffers = Nodes*1024, buffer.size = 128KB.

**Weak Scalability.** In Figure 7 we notice that although Flink is performing on average better than Spark, it also shows a high variance between each of the experiments’ results, when compared to Spark. This variance may be explained by the I/O interference in Flink’s execution due to its pipeline nature. We wanted to check whether Flink’s speedup is preserved for a larger dataset processed at each node and we experimented with sorting 75 GB per node using a cluster of 27 nodes (432 cores) and increasing the memory quota for both up to 102 GB. Again, Flink showed 15% smaller execution times.

**Strong Scalability.** Flink’s advantage is increasing with larger clusters (Figure 8), which can be explained by less I/O interference caused by a reduced dataset to sort by each node.

**Resource usage:** Figure 9 presents the correlation between the operators execution plan and the resource usage for sorting 3.5 TB of data on a cluster with 55 nodes. Flink’s and Spark’s default parallelism settings were initialized to 1760 (twice the number of cores, following Spark’s recommendation) and 475 respectively (half the number of cores in order to match the number of custom partitions, otherwise Flink fails due to insufficient task slots), and the number of custom partitions to 475 (i.e. Flink’s parallelism, for a fair comparison). A few important observations differentiate Flink and Spark executions. First, Flink pipelines the execution, hence it is visualized in a single stage, while in Spark the separation between stages is very clear. Next, a virtual second stage is observable in both sides which is triggered by the separation of disk I/O read and write processes defined by one process domination along the time axis. Finally, Spark uses less network in this case due to the map output compression.

**Discussion.** The importance of the execution pipeline implemented by the smart optimizer in Flink is clearly illustrated by this workload. Reordering the operators enables more efficient
resource usage and drastically reduces the execution time.

D. Bulk Iterations Performance (K-Means)

We evaluated the loop support in both platforms (Figure 11) for a fixed dataset of 51 GB (1.2 billion edges) needing 10 iterations to stabilise. While both Spark and Flink scale gracefully when adding nodes (up to 24), we notice that Flink’s bulk iterate operator and its pipeline mechanism outperform by more than 10% the loop unrolling execution of iterations implemented in Spark. As seen in Figure 10, both frameworks have a similar resource usage, CPU-bound when loading the data points and processing the iterations.

E. Graph Processing (Page Rank and Connected Components)

We have selected 3 representative graph datasets (Small [36] and Medium [37] social graphs from Twitter and Friendster respectively, and a Large [38] one, the largest hyperlink graph available to the public) as detailed in Table IV. We executed Page Rank and Connected Components with each graph type and specific parameter configuration, as discussed below.

<table>
<thead>
<tr>
<th>Graph type</th>
<th>Small [36]</th>
<th>Medium [37]</th>
<th>Large [38]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes / Edges</td>
<td>24.7 M / 0.8 B</td>
<td>65.6 M / 1.8 B</td>
<td>1.7 B / 64B</td>
</tr>
<tr>
<td>Size</td>
<td>13.7 GB</td>
<td>30.1 GB</td>
<td>1.2 TB</td>
</tr>
</tbody>
</table>

TABLE IV: Graph datasets characteristics.

Small Graph. With the settings detailed in Table V, we notice a slightly better performance of Flink both for Page Rank (Figure 12) and Connected Components (Figure 14). For Page Rank this was rather surprising, considering that Flink’s implementation will first execute a job to count the vertices, reading the dataset one more time in order to load the graph. We experimented with various values of the Spark’s spark.edge.partition parameter and we obtained a drop in performance when this value is increased (more files to handle) or decreased (inefficient resource usage) for both algorithms. Flink’s better performance is mainly backed by its bulk iteration operator and its pipeline nature.

Medium Graph: With the configuration in Table VI and a larger graph we executed Page Rank (Figure 13) and Connected Components (Figure 15). For Flink we experimented with a decreased parallelism setting in order to test the pipeline execution implementation and we observed that during the iteration computation we can obtain a similar performance, but in the load graph phase (including vertices count for Page Rank) the performance drops due to inefficient resource usage. For Spark with 27 nodes and more we had to decrease the number of edge partitions because we experimented with...
larger values (proportional to the number of cores per number of nodes) for a configuration of 24 nodes and we found a large drop in performance (up to 50%). Flink’s Connected Components outperforms Spark by a much larger factor than in the case of Small Graphs (up to 30%) mainly because of its efficient \textit{delta iteration operator.}

**Large Graph.** We experimented with the large graph dataset on 3 clusters of 27, 44 and 97 nodes respectively, as shown in Table VII.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>27</th>
<th>44</th>
<th>97</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Graph</td>
<td>Load</td>
<td>Iter.</td>
<td>Load</td>
</tr>
<tr>
<td>Flink PR</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Spark PR</td>
<td>397ts</td>
<td>no</td>
<td>667s</td>
</tr>
<tr>
<td>Flink CC</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>Spark CC</td>
<td>3717s</td>
<td>3948s</td>
<td>798s</td>
</tr>
</tbody>
</table>

**Resource Usage.** As seen in Figure 16 we identified two processing \textit{stages} for Page Rank: the first one is necessary to load the edges and prepare the graph representation, while the second one consists of the iterative processing. In the first stage both Flink and Spark are CPU- and disk-bound, while in the second stage they are CPU- and network-bound. Spark is using disks during iterations in order to materialize intermediate ranks. We observe that the memory increases from one iteration to another. In Flink, there is no disk usage during iterations with Page Rank and some disk usage for the first iterations of Connected Components; the memory remains constant. Flink uses more network during the iterative process but its pipeline mechanism and its bulk iterator operator compensate and allow to reduce the execution time. Overall, for Connected Components we observe a similar resource usage (Figure 17). However, although Flink’s delta iterate operator makes a more efficient use of CPU, it is still forced to rely on disk for iterations on large graphs, hence Spark’s better results.

**Discussion.** Spark needs a careful parameter configuration (for parallelism, partitions etc.), which is highly dependent on the dataset, in order to obtain an optimal performance. In Flink’s case, one needs to make sure that enough memory is allocated so that its \textit{CoGroup} operator that builds the solution set in memory could be successfully executed. Applications handling a solution set built with delta iterations should consider the development of a spillable hash table in order to avoid a crash, trading performance for fault tolerance. For such workloads, in which the execution consists of one stage to prepare the graph (load edges) and another one to execute a number of iterations, an optimal performance can be obtained by configuring the parallelism setting of the operators separately for each stage.

**VII. RELATED WORK**

While extensive research efforts have been dedicated to optimize the execution of MapReduce based frameworks, there has been relatively less progress on identifying, analyzing and understanding the performance issues of more recent data analytics frameworks like Spark and Flink.

**Execution optimization.** Since the targeted applications are mostly data-intensive, a first approach to improving their
The vast majority of research in this field focuses on the Hadoop framework, since, for more than a decade, this has become the de-facto industry standard. The problem of how to predict completion time and optimal resource configuration for a MapReduce job was proposed in [40]. To this end, the work introduces a methodology that combines analytical modelling with micro-benchmarking to estimate the time-to-solution in a given configuration. The problem of disproportionately long-running tasks, also called stragglers, has received considerable attention, with many mitigation techniques being designed around speculative execution [41]. Other studies focus on the partitioning skew [42] which causes huge data transfers during the shuffle phases, leading to significant unfairness between nodes. More recent performance studies specifically target Spark [9]. The authors analyze three major architectural components (shuffle, execution model and caching) in Hadoop and Spark. Similarly to us, they use a visual tool to correlate resource utilization with the task execution; however, they do not evaluate the operator parallelism and do not consider Flink with its own cost-based optimizer. Blocked time analysis has been introduced in [43] in order to understand the impact of disk and network and to identify the cause of stragglers. The authors show that in Spark SQL this is due to the Java Garbage Collector and the time to transfer data to and from the disk. This technique could be applied to Flink as well, where stragglers are caused by the I/O interference in the execution pipelines, as seen in the Tera Sort workload from our study.

Overall, most of the previous work typically focuses on performance is to make network optimizations. In [13] the authors provide the best parameter combination (i.e. parallel stream, disk, and CPU numbers) in order to achieve the highest end-to-end throughput. Storage optimizations try either to better exploit disk locality [39] or simply to eliminate the costly disk accesses by complex in-memory caches [5], [15]. In both cases, the resulting aggregated uniform storage spaces will lag behind in widely distributed environments due to the huge access latencies. In [7] the authors analyze the changes needed by the optimizer and the execution engine of Flink in order to support bulk and incremental (delta) iterations. Similarly to us, they consider graph processing algorithms like Page Rank when comparing to Spark, but the cluster size is small (hence no intuition about scalability) and they ignore recent improvements in Flink, like the memory management.

**Performance evaluation.** The vast majority of research in this field focuses on the Hadoop framework, since, for more than a decade, this has become the de-facto industry standard. The problem of how to predict completion time and optimal resource configuration for a MapReduce job was proposed in [40]. To this end, the work introduces a methodology that combines analytical modelling with micro-benchmarking to estimate the time-to-solution in a given configuration. The problem of disproportionately long-running tasks, also called stragglers, has received considerable attention, with many mitigation techniques being designed around speculative execution [41]. Other studies focus on the partitioning skew [42] which causes huge data transfers during the shuffle phases, leading to significant unfairness between nodes. More recent performance studies specifically target Spark [9]. The authors analyze three major architectural components (shuffle, execution model and caching) in Hadoop and Spark. Similarly to us, they use a visual tool to correlate resource utilization with the task execution; however, they do not evaluate the operator parallelism and do not consider Flink with its own cost-based optimizer. Blocked time analysis has been introduced in [43] in order to understand the impact of disk and network and to identify the cause of stragglers. The authors show that in Spark SQL this is due to the Java Garbage Collector and the time to transfer data to and from the disk. This technique could be applied to Flink as well, where stragglers are caused by the I/O interference in the execution pipelines, as seen in the Tera Sort workload from our study.

Overall, most of the previous work typically focuses on...
some specific low-level issues of big data frameworks that are not necessarily well correlated with the higher level design. It is precisely this gap that we aim to address in this work by linking bottlenecks observed through parameter configuration and low level resource utilization with high-level behavior in order to better understand performance.

VIII. SUMMARY OF INSIGHTS AND CONCLUSION

Our key finding shows that there is not a single framework for all data types, sizes and job patterns: Spark is about 1.7x faster than Flink for large graph processing, while the latter outperforms Spark up to 1.5x for batch and small graph workloads using sensitively less resources and being less tedious to configure. This behaviour is explained by different design choices that we recall below.

Memory management plays a crucial role in the execution of a workload, particularly for datasets larger than available memory. While common wisdom on processing lots of data in a JVM means storing them as objects on the heap, this approach has a few notable drawbacks, as also mentioned in [44]. First, as seen in the Large graph case from Section VI-E, memory overallocation will immediately destroy the JVM. Moreover, large sized JVMs (multiple GBs), overwhelmed with 1000s of new objects, can suffer from the overhead of garbage collection. Finally, on most JVM platforms, Java objects increase the space overhead. In order to avoid use-case specific tuning of the system parameter, necessary to optimize memory setups so that we avoid overallocation and garbage collection issues, analytics engines should architect with efficient memory as a first-class concern. During our experiments we noticed that, as opposed to Spark, Flink does not accumulate lots of objects on the heap but stores them in a dedicated memory region, to avoid memory issues. However, hybrid setups of memory (on and off heap) are difficult to tune and the memory fraction setting should (ideally) be automatically configured by the system and dynamically changed within execution. In Flink, most of the operators are implemented so that they can survive with very little memory (spilling to disk when necessary). We also observed that although Spark can serialize data to disk, it requires that (significant) parts of the data to be on the JVM’s heap for several operations; if the size of the heap is not sufficient, the job dies. Recently, Spark has started to catch up on these memory issues with its Tungsten [45] project, highly inspired from the Flink model, for the explicit custom memory management aiming to eliminate the overhead of the JVM object model and garbage collection.

The pipelined execution brings important benefits to Flink, compared to the staged one in Spark. There are several issues related to the pipeline fault tolerance, but Flink is currently working in this direction [46].

Optimizations are automatically built-in Flink. Spark batch and iterative jobs have to be manually optimized and adapted to specific datasets through fine grain control of partitioning and caching. For SQL jobs however, SparkSQL [21] uses an optimizer that supports both rule- and cost-based optimization.

Parameter configuration proves tedious in Spark, with various mandatory settings related to the management of the RDDs (e.g. partitioning, persistence). Flink requires less configuration for the memory thresholds, parallelism and network buffers, and none for its serialization (as it handles its own type extraction and data representation).

Identifying and understanding the impact of the different architectural components and parameter settings on the resource usage and, ultimately, on performance, could trigger a new wave of research on data analytics frameworks. Apache Beam [47] is such an example, proposing a unified framework based on the Dataflow model [48], that can be used to execute data processing pipelines on separated distributed engines like Spark and Flink.
By necessity, our study did not look at a vast range of workloads. As future work, we plan to extend the evaluation with SQL and streaming benchmarks, and examine in this context whether treating batches as finite sets of streamed data pays off.

ACKNOWLEDGMENT

This work is part of the BigStorage project, funded by the European Union under the Marie Skłodowska-Curie Actions (H2020-MSCA-ITN-2014-642963). It is also supported by the ANR OverFlow project (ANR-15-CE25-0003). The experiments presented in this paper were carried out on the Grid’5000 testbed [49].

REFERENCES